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1.0 INTRODUCTION.

The Center-TRACON Automation System (CTAS) consists of a series of automated decision support tools to enhance the flow of air traffic in the terminal environment. 

1.1 Scope.

This document identifies the hardware requirements for scalable CTAS hardware solutions. The hardware components and software described in this specification document may sometimes be referred to as a “hardware platform” or “hardware system”.

The hardware platform shall consist of commercial-off-the-shelf (COTS) hardware components, operating software, and cables that will host the CTAS application software.  The hardware platform is intended to include several general-purpose computers, tape-drives, communications devices (routers, hubs, channel service units, data service units, transceivers, and switches), printers, an uninterruptible power supply (UPS) for each  powered component, racks, fans, and other hardware components.  Cabling is intended to include power cables, 100-baseT Ethernet cable, and other interface cables. 

The publications and standards referenced in this document are part of this specification to the extent specified.

2.0 Representative CTAS DESIGN. 

The CTAS platform processors consist of a cluster of workstations communicating over a redundant 100-baseT Ethernet Local Area Network (LAN). The requirements for this system are such that a single processor failure can be recovered by failing-over to a spare  on-line unit pre-configured into the system. Similarly, single LAN component failures will be recoverable (except where noted). This is generally referred to as “no single point of failure”. 

2.1 Processor View.  

There are four (4) categories of the CTAS processing hardware: 

1. Those used for computation (no monitor or keyboard, rack mountable, 9GB internal disk, interface capable of supporting an external 4mm tape drive), referred to as Standard Terminal Manager Advisor/Final Approach Spacing Tool (TMA/FAST) Processors (STFP);

2. A Monitor & Control Console (M&C Console), single monitor & keyboard collocated in the equipment space with the Standard TMA/FAST Processors (STFP)s; 

3. Dual-monitor capable processors, with keyboard,(to be located in the Traffic Management Unit (TMU) area of an ARTCC, TRACON or ATCT), referred to as TMC Graphical Unit Interface (GUI) Consoles; and 

4. One on-line spare capable of serving as the back up for an STFP or the M&C Console. 

Refer to Figure 2-1 for the various processing elements.

Implicit in the Figure 2-1 configuration is the use of workstations for the CTAS processor elements. 

THE OFFEROR MAY SPECIFY VARIATIONS TO THE ABOVE EQUIPMENT,  such as the use of scalable, symmetric multi-processors, so long as computational requirements specified in Table 3-1 are met and there is a provision for a physically separate backup. 

The use of X-terminals for user I/O for the TMC GUI Consoles and M&C Console is not acceptable.
.
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Figure 2 – 1  CTAS CSCIs to CTAS Processing Elements

2.2 Network View.

There are variations in the LAN design depending on whether the equipment is resident at an Air Route Traffic Control Center (ARTCC), Terminal Radar Control (TRACON) facility or Air Traffic Control Tower (ATCT). The following subsections describe representative LAN designs for each type of installation.  The Offeror may propose configurations different from those shown in Figures 2-2 through 2-4. 

2.2.1 CTAS LAN Equipment at the ARTCC. 

Figure 2-2 presents a representative diagram of how the CTAS platform could be configured in the ARTCC (CTAS LAN equipment is below and to the left of the dotted lines).  In the following, refer to Figure 2-2. Note that the CTAS LAN equipment is below and to the left of the dotted lines. The figure shows only the elements of the LAN design that are essential for clarity. See Table 3-1 for types of ports, routers and switches.
The CTAS LAN is proposed as a redundant switched 100BaseT Ethernet.  The LAN casualty recovery of the system is inherent in the networking equipment capabilities and the implemented redundant topology.  Each CTAS processing unit will be connected to a full duplex fault tolerant Ethernet transceiver (dual homed) wired to both of the CTAS LAN backbone switches.  The redundant transceiver provides for instantaneous switchover of the distributed application to the alternate path if either the cable or switch should fail.  A set of two routers is configured to provide redundant external communications with the Host Interface Device/National Airspace System (HID/NAS) LAN, Enhanced Traffic Management System (ETMS) LAN, and remote CTAS displays and systems.  Each of the routers is attached to one of the CTAS LAN backbone switches, with one in an active state and the other in standby (HSRP).  Each router also provides a single connection to the ETMS LAN and remote CTAS equipment.  

The connection to the HID/NAS LAN is implemented using two switches each cross-connected to both the CTAS LAN routers and the HID/NAS LAN routers.  The switches are connected together using the ISL (InterSwitch Link) protocol.  The design is intended to create virtual LANs, allowing Ips of the same subnet (HID/NAS LAN routers) to be connected to both of the CTAS LAN routers.  HID/NAS LAN connection redundancy is implemented using Hot Standby Router Protocol (HSRP) on it’s routers, and Open Shortest Path First (OSPF) between the CTAS LAN routers and the HID/NAS LAN routers.  The CTAS LAN routers implement both the HSRP and the EIGRP protocols internally, which are then redistributed into OSPF for external route advertisement.  The cross-connections of the switches provide redundant connectivity in case of a simultaneous failure of type: HID/NAS LAN router 1, and CTAS LAN switch 1 and/or CTAS LAN router 1 failure.
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Figure 2 – 2  Representative CTAS LAN Design at ARTCC

2.2.2 CTAS LAN Architecture at the TRACON. 

Figure 2-3 presents a representative drawing of how the CTAS platform could be configured in the TRACON (the LAN is below and to the left of the dotted lines).  The LAN architecture at the TRACON is identical to that of the ARTCC except that the HID/NAS/LAN interface is remote, accomplished through Data/Channel Service Units/Channel Service Units (DSU/CSU) via V.35 interfaces to the routers.  There is no direct interface to the HID/NAS LAN. The Automated Radar Tracking System (ARTS) IIIE gateways communicate with the CTAS ARTS Data Acquisition Router (ADAR) function and monitor each other’s health. In the event of an inability of the ADAR to communicate with the ARTS gateway, the ADAR switches to the surviving ARTS gateway.

(CONTINUED ON NEXT PAGE)
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Figure 2 - 3  Representative CTAS FAST LAN Design

2.2.3 CTAS LAN Architecture at the Air Traffic Control Tower (ATCT). 
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Figure 2-4 presents a representative drawing of how the CTAS platform could be configured in the ATCT.  The CTAS LAN architecture at an ATCT does not require redundancy.   Due to space limitations within a typical ATCT, single displays are anticipated for most sites, although multiple displays could be supported in some cases. Figure 2-4 shows a router/hub configuration that connects the display station to telecommunication lines with no spare or redundant hub or switch between the router and workstation. 

Figure 2 - 4  Representative CTAS Tower LAN Design
3.0 REQUIREMENTS.

This document identifies requirements for the computers and related displays, input devices, network routers, network hubs (and/or switches), and network transceivers to support CTAS.  All devices are to be commercial off-the-shelf (COTS) products and are to include the system software necessary for operation as explained in this document.  Also, all system software is to be COTS, including but not limited to, the Operating System (OS) used by the computers and network devices.

The hardware, software, and firmware products delivered must comply with the FAA’s  Year 2000 contractual clause found on the FAA toolbox website .

3.1 Hardware Requirements.

Table 3-1 is intended as a list of generic components from which one may assemble a CTAS platform.  The performance requirements are nominal minimum requirements per device.  Offerors shall not be limited to the components identified in the table, however, all equipment offered must meet or exceed the minimum performance levels identified.

3.1.1 Interprocess Communications (IPC).

The platform IPC is not isolated with a host independent formatting layer (i.e., XDR is not used).  Any processor that is used for general purpose computing shall have the same underlying data model.  Byte ordering, bit ordering, and data type alignment rules shall be consistent across all computing processors.  That also applies to the STFPs, traffic management console (TMC), GUI console, support system, and spares. The noted exception is the Traffic Flow Management (TFM) M&C console.  If the TFM M&C console has an architecture inconsistent with the rest of the processing platform, then an additional spare for the M&C console shall be provided.

3.1.2 Mounting and Rack Dimensions.

The components identified in Table 3-1 as “rack mountable” shall be contained by no more than two (2) standard commercial racks (24”W by 18”D by 6’ H) rated to withstand seismic Zone 2 shock.  If rack mountings requires removal of the original manufacturer’s equipment (OEM) case, the rack shall be fitted with forced-air cooling and air filters.  Racks shall be lockable to limit access to the equipment.

3.1.3 Equipment Layout.

The equipment layout shall provide clear and unrestricted access for service or replacement of any line replaceable unit at any operational location. 

3.1.3.1 Environmental Design.

The equipment shall be designed to operate reliably in the following environments: 

Temperature (C()

between +10 to +50

Relative Humidity (%)
between   10 to   80  

3.1.3.2 Electromagnetic Interference (EMI).

The equipment and all hardware components shall meet Class B emission requirements as defined in Title 47, Part 2 and Part 15 of the Federal Communications Commission (FCC) Rules and Regulations.  The equipment shall neither be degraded by nor degrade the operations of other NAS equipment.  

3.1.3.3 Effects of Equipment on Power Source.

The hardware components, including the UPS, shall comply with the following provisions of FAA-G-2100F that relate to the effects of equipment on power source:  (a) section 3.1.2.4.3, relates to the effects of individual and total current harmonic distortion produced by individual equipment or several items combined on a single power circuit and (b) section 3.1.2.4.3.1, relating to the limits imposed for inrush current.  

3.1.3.4 Thermal Design.

The equipment exhaust air temperature, as measured inside the OEM case or in front of the exhaust air intake, shall not exceed the input temperature, as measured outside the OEM case or directly in front of the input air vent, by more than 15(C with the equipment operating under normal service conditions. 

3.1.4 Electrical Safety.

The CTAS equipment shall satisfy electrical safety requirements of Underwriter’s Laboratories, Inc., (UL) standards or other independent safety testing organization.

Table 3 - 1  Representative CTAS Hardware Components
Name
Description
Minimum Component Performance
Minimum Aggregate

Performance

Standard TMA/FAST Processor

(STFP)
General purpose computer 

512 MB RAM per CPU

One 9 GB internal disk with expansion capability for a second

One 100 baseT network interface

One SCSI-II Fast and Wide interface

Two serial interfaces, 38.8kbps minimum, asynchronous/synchronous

One parallel interface

Capable of being mounted in rack  (see Section 3.1.2)
CPU

SPECint_rate95 – 70

SPECfp_rate95 – 100
CPU

SPECint_rate95 – 770

SPECfp_rate95 – 1100

TMC GUI Console
General purpose computer 

512 MB RAM per CPU

One 9 GB internal disk with expansion capability for a second

One 100 baseT network interface

One SCSI-II Fast and Wide interface

Two serial interfaces, 38.8kbps minimum, asynchronous/synchronous 

One parallel interface

Two 21-inch color monitors

One keyboard and one mouse

Configured as desktop system
CPU

SPECint_rate95 – 140

SPECfp_rate95 – 200

GRAPHICS

Xmark93 – 30

24 bit

1280x1024 @ 76 Hz
Multiple dual monitor TMC GUI Consoles

TFM M&C Console, Support System, and

Spare

TFM M&C

(cont.)
General purpose computer 

512 MB RAM per CPU

One 9 GB internal disk with expansion capability for a second

One 100 baseT network interface

One SCSI-II Fast and Wide interface

Two serial interfaces, 38.8kbps minimum, asynchronous /synchronous

One parallel interface 

One 21-inch color monitor

One keyboard and one mouse

Configured as desktop system
CPU

SPECint_rate95 – 70

SPECfp_rate95 – 100

GRAPHICS

Xmark93 – 30

24 bit

1280x1024 @ 76 Hz
Multiple single monitor TFM M&C Consoles plus Spare



Storage Device 1
4mm tape drive

SCSI-II interface for use with Processing Node
4 Gbyte Storage

400 Kbyte/Sec Transfer


Storage Device 2
3480 Format tape drive

SCSI-II interface for use with Processing Node
200 Mbyte Storage

3 Mbyte/Sec Transfer


Network Printer
Color postscript capable printer accessible across the network



Router 1
Local / Wide area network router

Used to connect CTAS subnet directly to ARTCC or TRACON primary network device with 10BaseT connection

Capable of being mounted in rack  (see Section 3.1.2)
Four full T1 WAN ports

Two 10BaseT LAN ports

Two 100BaseT LAN ports
See Section 3.4 for LAN failure recovery behavior

Router 2
Local / Wide area network router

Used to connect CTAS subnet to ARTCC through ETMS subnet with 100BaseT connection. 

Capable of being mounted in rack  (see Section 3.1.2)
Four full T1 WAN ports

Four 100BaseT LAN ports
See Section 3.4 for LAN failure recovery behavior

Router 3
Local / Wide area network router.

Capable of being mounted in rack  (see Section 3.1.2)
One full T1 WAN port

Four 100BaseT LAN ports
See Section 3.4 for LAN failure recovery behavior

Router 4
Local / Wide area network router.

Capable of being mounted in rack  (see Section 3.1.2)
One full T1 WAN port

Two 100BaseT LAN ports
See Section 3.4 for LAN failure recovery behavior

Network Switch
Network switch to connect STFPs and GUI Consoles to LAN.

Capable of being mounted in rack  (see Section 3.1.2)
Sixteen 100BaseT ports
See Section 3.4 for LAN failure recovery behavior

Fault Tolerant Transceiver
To connect one STFP or GUI Console to two LAN subnets
100BaseT 

Less than 10 second failover
See Section 3.4 for LAN failure recovery behavior

CSU/DSU
To connect router to FAA provided line.

Capable of being mounted in rack  (see Section 3.1.2)
Up to full T1 rate


UPS
To support all electronic devices.

Capable of being mounted in rack  (see Section 3.1.2)
Sized for 5 minutes on battery for all attached devices
Sized for 5 minutes on battery for all attached devices

3.2 Software Requirements.

3.2.1 SNMP Support for Component Status Information.

Simple Network Management Protocol, version 2C (SNMP V2C) shall be supported at a minimum for the hardware devices cited in Table 3-2.  In addition, each device shall support Management Information Base II (MIB-II).

3.2.1.1 Workstations.

The M&C workstation shall periodically poll the values of the items specified in Table 3-2 and if the threshold is exceeded, an event shall be generated to “HP OpenView” Network Node Manager.  The Offeror shall supply a COTS subagent that provides the data gathering for the variables in the MIB.  The subagent shall fit into the Enhanced MANagement Agent Through Extensions (EMANATE) master agent – subagent architecture. The workstations proposed by the platform contractor for system management shall be able to run “HP OpenView” Network Node Manager.

3.2.1.2 Network Requirements.  

CTAS shall use an embedded Remote Network MONitor (RMON) agent (as opposed to a dedicated probe), running in either hubs, routers or switches as necessary.  Support for RMON1 statistics group is required. The Offeror shall supply a COTS RMON agent capable of supporting the devices listed in Table 3-2.  The RMON agent shall be capable of sending a trap to the management station when a threshold is exceeded (alarm and groups of RMON1).  The variables in Table 3-2 specify the RMON1 MIB variables and groups.

3.2.1.3 Network Printer.

The network printer shall have an embedded SNMP agent and provide a MIB that reports, at a minimum, status of the printer and its paper and toner supply.

3.2.1.4 Uninterruptable Power Units (UPS).

UPS shall be SNMP ready.  The UPS shall communicate with an SNMP proxy agent on the attached server. It is also acceptable, that the UPS be equipped with a firmware agent on an SNMP adapter card that has a Local Area Network (LAN) connection and configured to provide a central network management station events regarding power events and UPS status
3.2.2 Operating System.

The CTAS Operating systems shall comply with the Portable Operating System Interface (POSIX) as defined by IEEE 1003.1 and IEEE 1003.1c (POSIX Threads). The CTAS Operating System shall also comply with the System V Interface Definition, Third Edition, AT&T (SVID3). 

3.2.3 Distributed Computing Standards.

Distributed Computing standards supported will include, but are not limited to, Communications and Network File Systems.

3.2.3.1 Communications.

The CTAS hardware and system software shall support inter-process communications via sockets as defined in the X/Open Single UNIX Specification UNIX 95, X/Open Company Ltd. , March 1995, or latest edition. The CTAS Platform shall also support Point-to-Point Protocol (PPP) as defined in IPS RFC 1661, Transmission Control Protocol / Internet Protocol (TCP/IP), User Datagram Protocol (UDP), and File Transfer Protocol (FTP) and Telnet.

3.2.3.2 Network File System.

The CTAS platform shall use a standard Network File System that allows for consistent file access across the network (e.g. ONC NFS or Distributed Computing Environment (DCE) Distributed File Service.

3.2.4 Computer Human Interface (CHI) Standards.

The CTAS hardware and system software shall comply with the X Window System, RFC-1013, supporting version X11, R5 or better. The CTAS hardware and systems software shall comply with the Open Software Foundation (OSF)/Motif 1.2 (or more recent version), including associated toolkit and utilities. 

Table 3 - 2  SNMP Requirements
Device Name
Threshold Name
Purpose

Workstation
ComputerSystemFree memory
Detect Node Free memory Available

Workstation
ComputerSystemUser CPU

ComputerSystemSys CPU

ComputerSystemIdle CPU
Detect Node CPU Utilization

Workstation
ComputerSystemFree Swap
Free Swap Space Available

Workstation
File SystemFFree
Free File Nodes in File System

Workstation
File SystemBFree
Free Blocks in File System





Hub/Router
RMON1 support for:


Hub/Router
EtherStatsCRCAlign Errors
CRC Alignment Errors

Hub/Router
EtherStatsUndersizePkts
Packets < 64bytes

Hub/Router
EtherStatsOversizePkts
Packets > 1518

Hub/Router
EtherStatsFragments
Packets < 64 bytes + CRC err

Hub/Router
EtherStatsCollisions
Number of Collisions

Hub/Router
EtherStatsJabbers
Packets > 1518/CSC err

Hub/Router
Alarm, Event groups
Forward traps to Manager

Printer
Rfc 1759-Printer MIB or similar
Paper/toner/printer status

UPS
Rfc 1628-UPS-MIB or similar
Power events/UPS power status

3.3 System Operational Requirements.

CTAS equipment is classified as an essential NAS system and includes redundant hardware with automatic switchover when a hardware failure occurs.  The system will operate 16 hours per day, seven (7) days per week (16x7).  Failed equipment shall be restored to operational condition promptly by repair or replacement of failed component.  

3.3.1 Meantime to Repair (MTTR).

This section is reserved.

3.3.2  Preventive Maintenance (PM).

This section is reserved. 

3.3.3 Hardware Initialization Time.

Each and every hardware device shall be available for running application software within no more than 10 minutes of applying system power.

3.4 Network Design Alternatives.

3.4.1 Alternative LAN Design at a Air Route Traffic Control Center (ARTCC).

The Offeror may propose a LAN configuration different from that described in section 2.2.1.  Any alternative configuration must possess the following behavior, controlled completely by the LAN hardware and software, and shall not require any reestablishment of communications by the distributed application.  In the following, refer to Figure 2-2.

· If link 1 fails, router 1 / switch 1 shall find the alternate path via switch 2 - to the workstation.

· If link 1 fails, the transceiver shall find the alternate path via switch 2 - from the workstation.

· If hub 1 or router 1 fails, switch 1 shall detect the failure and send to router 2.

· If switch 1 and router 2 fail, the LAN equipment shall route messages via switch 2 and router 1.
· All of the above failover transitions shall be accomplished in 10 seconds or less.
LAN failures shall be transparent to the application.  

3.4.2 Alternative LAN Design at a Terminal Radar Approach Control (TRACON).

The Offeror may propose a LAN configuration different from that shown in Figure 2-3 provided that any alternative configuration shall satisfy the requirements specified in subsection 3.4.1. 

3.4.3 Alternative LAN Design at a Air Traffic Control Tower (ATCT).

The Offeror may propose a LAN configuration different from that shown in Figure 2-4 provided that any alternative configuration shall include a complete explanation of the advantages of the alternative design over the design in Figure 2-4.

3.5 Security and Privacy Requirements.

Security criteria shall be applied as follows: All computers and network devices that support user access (i.e. login capability) whether directly, through an attached terminal or across the network, shall provide for authentication by user name/password and log on.

The system shall have the capability of disabling or disconnecting, either physically or by software, any or all of the remote terminals attached to the system.  The system shall require the capability to identify and authenticate remote users and shall identify and authenticate external systems accessing it. A combination of user identifier and group identifier with access permission shall be used on computers to provide for selected access to software and hardware

All security related transactions shall be recorded and each of the transactions (accesses to, or failed attempts to access, system resources or data) shall be traceable to an individual user, device or process.  Audit data shall be created, maintained, and protected from modification or unauthorized access.  The protected system shall record the occurrence of security relevant event in an audit log.
In the event of an unexpected system shutdown, the system shall set system initialization to a secure state as a part of the system recovery process.

3.6 Y2K Requirements.

CTAS COTS hardware, software and firmware when used in accordance with the product documentation, shall be able to accurately process date data (including, but not limited to, calculating, comparing, and sequencing) from, into, and between the twentieth and twenty-first centuries, including leap year calculations and shall fully comply with the FAA contract clause for Year 2000 certification .  All listed or unlisted items, (e.g., hardware, software, firmware) used in combination shall properly exchange date data with each other.

4.0 Notes

4.1 Definitions

The definitions and explanations set forth below are provided for reference and clarification: 

Agent – Entity capable of performing management operations on managed resources and emitting notifications on behalf of managed resources.

Certification - Certification is the process of determining the quality of the required or advertised services being provided to the user of the system and equipment.

Commercial-off-the-shelf (COTS) – A product or service that has been developed for sale, lease or license to the general public and is currently available at a fair market value.  This is distinct from a commercial product in that it may not have already been sold at established catalog or market prices. 

Firmware – The combination of a hardware device and computer instruction set or computer data that reside as read-only software on the hardware device.  The software cannot be readily modified under program control.

Proxy Agent – Entity capable of providing interface conversions with a non-standard agent to perform management operations on managed objects and emit notifications on behalf of managed objects.

Simple Network Management Protocol (SNMP). - A protocol designed to give a user the capability to remotely manage a computer network by polling and setting terminal values and monitoring network events.

4.2 Abbreviations and Acronyms.

ADAR
ARTS Data Acquisition Router

ARTCC
Air Route Traffic Control Center

ARTS
Automated Radar Tracking System

ATC
Air Traffic Control

ATCT
Air Traffic Control Tower




CM
Communication Manager

COTS
Commercial Off The Shelf

CSCI
Computer Software Configuration Item

CSU
Channel Service Unit

CTAS
Center-TRACON Automation System




DAT
Digital Audio Tape

DCE
Distributed Computing Environment

DP
Dynamic Planner

DSU
Data/Channel Service Unit




EMANATE
Enhanced MANagement Agent Through Extensions

ETMS
Enhanced Traffic Management System




FAA
Federal Aviation Administration

FAST
Final Approach Spacing Tool




GUI
Graphical Unit Interface




HADDS
HCS Acquisition Data Distribution System

HCS
Host Computer System

HID
Host Interface Device

HNL
HID NAS/LAN

HSRP
Hot Standby Router Protocol




IEEE
Institute of Electronics and Electrical Engineers

IPC
Interprocess Communications

IPT
Integrated Product Team

ISDA
Interface Specific Data Acquisition

ISM
Input Source Manager




LAN
Local Area Network

LRU
Lowest Replaceable Unit




MIB
Management Information Base

MTTR
Meantime-to-Repair




NAS
National Airspace System

NFS
Network File System




OEM
Original Equipment Manufacturer

ONC
Open Network Computing

OSF
Open Network Foundation

OSI
Open Systems Interconnection

OSPF
Open Shortest Patch First




PC
Personal Computer

PFS/TS
Profile Selector/Trajectory Synthesis

PGUI
PVD GUI

POSIX
Portable Operating System Interface

PT
Product Team

PVD
Plan View Display




RA/TS
Route Analysis/Trajectory Synthesis

RFI
Radio Frequency Interference

RMON
Remote Network MONitor – a MIB specification




SIR
Screening Information Request

SMC
System Monitor and Control

SNMP
Simple Network Management Protocol

STFP
Standard TMA/FAST Processors

SVCS
Services – a class of services provided within the CTAS

SVID3
System V Interface Definition, Third Edition, AT&T




TADDS
Terminal Acquisition and Data Distribution System

TFM
Traffic Flow Management

TGUI
Timeline GUI

TMA
Terminal Management Advisor

TMC
Traffic Management Console

TRACON
Terminal Radar Control




UPS
Uninterruptible Power Unit




WX
Weather




XDR
eXternal Data Representation
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� Spare is intended to be capable of replacing either TFM M&C Gui or one STFP.  If a different size STFP computer is selected from that of the TFM M&C Console an additional STFP spare must be provided.
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