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BENCHMARK TESTING METHODOLOGY
OVERVIEW:

The CTAS Hardware Platform Benchmark Test will determine whether candidate systems have sufficient processor capacity, network capacity, and LAN redundancy to meet the CTAS mission.  The Government will determine, based on the Offeror’s proposal, what count and type of system component(s) will be included in the test.  This will depend primarily on the Offerors approach to the STFP (single or multi- processor).  Variation from the offeror’s proposed configuration will be limited to the number of processors necessary to simulate anticipated load.  In all cases, a minimum of one of each of the types of computer proposed will be included in the test configuration.

The software benchmark test suite will include:

Nettest – The network performance tool developed by CRAY computer.

X11perf -  The graphics performance tool include with the X distribution.

LINPACK-C – A standard floating point benchmark.

Dhrystone – A standard integer benchmark.

Enquire – A program which reports out system parameters.

A Bourne Shell script used to drive the benchmark programs in a way which will simulate anticipated load.

PROCESS:

The full software benchmark test suite in source form will be made available to all offerors via the Internet connection.  This code can be downloaded, compiled and executed at the offeror’s convenience. Offeror-requested changes to the source code necessary for compilation will be reviewed and accepted.  The changes to the source code will be distributed to all offerors.  At the time of the observed test, the FAA will provide the benchmark suite that includes all accepted changes.  At the time of the observed test, changes will be permitted to the makefiles. All changes to the makefiles must be made available to the FAA.

Benchmarking Test 

Individual computer performance under anticipated load.  

Anticipated load is seen as the combination of integer, floating point and network load of the most stressed CTAS CSCI at full traffic load.  Additionally, the TMC GUI system will be tested with a graphics benchmark during full load.  Performance equal to or greater than as specified in Table 3-1 of the PARD must be met.

( Test Item: One computer of each type offered, with attached keyboard and monitor.

( On STFP processor(s) 

Compile the benchmark programs dhrystone, linpackc and nettest.

Execute the benchmarks in series.

Execute the benchmarks in parallel.

Performance shall meet or exceed values specified in Table 3-1, PARD.

( On TMC GUI Console and M&C Console processor(s)

Compile the benchmark programs dhrystone, linpackc, nettest and x11perf. 

Execute the benchmarks in series.

Execute the benchmarks in parallel.Performance shall meet or exceed values specified in Table 3-1, PARD.

LAN Failure Test

Network stability under anticipated load with one failed component.

Anticipated load is seen as the combination of integer, floating point and network load of the most stressed CTAS CSCI at full traffic load.  Additionally, one other computer will be communicating with this workstation over the network.  The network will be severed to simulate component failure.  No (less than 10 seconds) interruption in communication between the two computers will be accepted.

Test Item:

( Two STFP Processors and two TMC GUI Processors each with a Fault Tolerant Transceiver

( Four Network Switches

( Two Routers with four 100 BaseT ports and one 10 BaseT port.

( Configure network as in attached diagram.  Additional connections may be made to support failure recovery between switches on common subnet and between routers. 

( On STFP processors 

Execute the benchmarks dhrystone, linpackc and nettest in parallel in a continuous loop.

( On TMC GUI Consoles

Execute the benchmarks dhrystone, linpackc, nettest and x11perf in parallel in a continuous loop.

( Break network connection to one active Fault Tolerant Tranceiver port to demonstrate failover.

Reconnect.

( Power down one active switch to demonstrate failover.  Restart.

( Power down active router to demonstrate failover.  Restart.

Connectivity Test.

Reports out system parameters.

( Test Item:  One computer of each type offered, with attached keyboard and monitor..

( On each computer, compile and execute program enquire
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