NADIN Overview


The National Airspace Data Interchange Network (NADIN) is part of the National Airspace System (NAS) communications system. It currently provides high-speed data communications to sub-systems in the NAS. Presently, NADIN consists of two sub-networks, namely the NADIN Packet Switched Network (PSN) and the NADIN Message Switching Network (MSN). The PSN provides the backbone for data transmission, including those of the MSN. The PSN became operational on 31 March 1995. The MSN-PSN Gateway interfaces were fully completed and became operational in September 1995.

The National Airspace Data Interchange Network (NADIN) is part of the National Airspace System (NAS) communications system. It currently provides high-speed data communications to sub-systems in the NAS. Presently, NADIN consists of two sub-networks, namely the NADIN Packet Switched Network (PSN) and the NADIN Message Switching Network (MSN). The PSN provides the backbone for data transmission, including those of the MSN. The PSN became operational on 31 March 1995. The MSN-PSN Gateway interfaces were fully completed and became operational in September 1995. 

MSN 

The MSN is an integrated, store-and-forward telecommunications network system. This network replaced and brought together the US-operated portion of the Aeronautical Fixed Telecommunications Network (AFTN), and the decommissioned Automatic Data Interchange System Service B (ABDIS). The MSN consists of concentrators, that are located at each Air Route Traffic Control Center (ARTCC) and Consolidated Enroute Radar Approach control facility (CERAP), and two switches that are located in the National Network Control Centers (NNCCs). The NNCCs are located in Atlanta and Salt Lake City. Both centers/switches share control of a network of concentrators. The Salt Lake City switch controls concentrators to the west of the Mississippi, and the Atlanta switch controls concentrators to the east of the Mississippi. This equipment takes care of the message switching, and the store-and-forward functions provided by the MSN. The concentrators are connected to the switches via the PSN backbone. The switches are also connected to each other via the PSN. 

The switches handle the communication over the MSN. If a concentrator west to the Mississippi wants to communicate with another concentrator west of the Mississippi, then the source concentrator forwards its message to the switch in Salt Lake City and the switch forwards the message to the appropriate concentrator. If a concentrator west of the Mississippi wants to communicate with another concentrator east of the Mississippi, then the source concentrator forwards its message to the switch in Salt Lake City. The Salt Lake switch forwards the message to the Atlanta switch, which then forwards the message to the destination concentrator. This scheme works for east to west communication. The switches perform the necessary International Civil Aviation Organization (ICAO) requirements. Originally, the concentrators and the switches were connected in a dual-star topology. The star topology is no longer needed for the backbone, since the PSN provides the backbone now. The concentrators also provide translation capabilities for legacy protocols. Translation will no longer be needed, once the customers are transitioned to X.25. That process has begun, and is expected to be completed Fiscal Year 2000.. 

The ICAO requirements are: prioritizing messages, alternative routing, and "store-and-forward". The switches perform all of these requirements. The concentrators simply forward the messages to the switches. They do not have an impact on meeting ICAO requirements. The concentrators are currently scheduled for decommissioning by September 2000. This is a tentative date depending upon organizations outside of the control of the FAA as well as many within. 

PSN 

The PSN is an FAA-owned packet switching network that provides high-speed data communications between systems in the NAS. It also provides an interface for non-FAA customers who require NAS services. In order to gain an understanding of the network, this section provides a brief description of the PSN. 

The PSN provides data communications support full period; that is, twenty-four hours a day by seven days a week, operations. The PSN segments a data stream into smaller entities called "packets." These packets have protocol information placed around them and are sent over multiple paths to their destination. All customers connect to nodes; and all nodes connect to neighbor nodes, forming a mesh topology. Inter-nodal routing algorithms determine the direction and flow of the traffic. Nodes accept packets from users or other nodes; and they route them to the intended destination. 

The PSN network augments the original NADIN MSN. The PSN is a highly robust packet-switched network that has several packet nodes connected together by high-speed trunks. There is a switching node located at each ARTCC. There are nodes at the NNCCs and offline nodes at the William J Hughes Technical Center (WJHTC) and the FAA Academy. Each node is at least doubly connected; in other words, each node is connected to at least two other nodes. There is a plan to add nodes in San Juan, Puerto Rico, and Herndon, Virginia. to view the current PSN topology. 

