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1 Background 

1.1 Scope 

This specification establishes the functional and performance requirements for Traffic Flow Management (TFM) Modernization (TFM-M). It includes the requirements for Traffic Management data processing and flight data processing, external and internal interfaces, system monitoring and control, system support, human factors, security, design and construction, transition, and the system performance characteristics and capabilities. 

1.2 Identification 

The TFM-M architecture will support the managed modernization from today’s Air Traffic Management (ATM) operational environment to that of the future. TFM will provide an infrastructure to support more cost-effective implementation of new capabilities, as well as enhancements for TFM users and service providers such as improved data, display and tool integration and training.

Note: This Functional Specification sets out the Air Traffic Services and Airway Facilities requirements for the Traffic Flow Management Modernization.
1.3 Approach
The managed modernization of the TFM system will begin with the replacement of functions currently provided by the Enhanced Traffic Management System (ETMS).  TFM-M will also provide a common framework in which future TFM systems can easily be added to the core set of TFM functionality.  The TFM-M program will work in concert with the programs of current and future Air Traffic Control (ATC) Automation systems, such as EnRoute Automation Modernization (ERAM) and Standard Terminal Automation Replacement System (STARS).  Throughout the modernization, TFM services will continue to be essential and provided around the clock.
Figure 1 represents the operational concept for TFM.  As indicated in the figure, TFM begins with Operational Planning, in which both normal and special events are factored into TFM plans and schedules.  The Operational Planning also leads into Situational Awareness.  Situational Awareness encompasses the acquiring of information about National Airspace System (NAS) resources, demands, and capacities, and using these to monitor for imbalances where the demands will exceed the capacities for any NAS resources.  When an imbalance is detected, Initiative Planning is used to iterate on alternate initiatives to optimize the TFM solution that alleviates the imbalance.  The plan for an initiative reaches Initiative Implementation when an optimized initiative is reached.  The implementation of an initiative results in the coordination with other Traffic Managers and airspace users to start the initiative and then monitoring the results of the initiative to determine the effectiveness and termination of the initiative.  The range of alternative initiatives and the TFM system are calibrated through the Operational Analysis that occurs after the initiative has run its course.  The Operational Analysis helps to determine the effectiveness of initiatives and also helps to set or reset the threshold levels for monitor alerting.  Lastly, the TFM system is supported through Operational Maintenance.  Operational Maintenance involves both operational and support tasks such as the monitor and control of the system, the maintenance of the system software and adaptation data, reporting capabilities for both operational and support tasks, data recording and playback, and the configuration management of the software and data.

[image: image2.wmf]Acquire and Maintain

Environmental

Information

Determine Resource

Capacities

Evaluate Resource Capacities

Evaluate Current & Predicted Resource Demands

Monitor Demand 

vs

Capacity and Flow Rates

TM Situation Awareness

Determine Current &

Predicted Demand

Profile

Assess Density &

Complexity of Critical 

Resources

Coordinate Initiative

With Users

Monitor TM Initiative

For Effectiveness

Adjust Initiative as

Required to Increase

Effectiveness

Terminate TM

Initiative

Do Until TM Initiative is Terminated

Additional

Intervention

Needed

Intervention

No Longer

Needed

TM Initiative Implementation

Maintain Data

Backup Data

TM Operational Maintenance

Maintain Operational Data

Plan Routine 

Schedules

Plan for Special

Events

TM Operational Planning

Produce Periodic

Traffic Reports

Analyze TM Initiative 

Effectiveness

Perform Operational Analysis

TM Operational Analysis

Identify & Assess

Alternative Airport &

Airspace Configurations

Select Best TM

Initiative

Identify & Assess

User Defined Initiatives

Identify & Assess

Alternative Ground Delay Strategies

Identify & Assess

Alternative Routes

Identify & Assess

Other Airborne Delay Strategies

Identify & Assess

Alternative Metering Strategies

Identify & Assess

Alternative Restrictions

Do Until All Reasonable Initiatives are Identified and Assessed

Unacceptable TM Situation

For Each Demand/Capacity Imbalance or Unacceptable Flow Rate

TM Initiative Planning

Calibrate System to 

Improve Effectiveness


Figure 1: TFM Operational Concept

From the operational concept areas, six TFM key functions are clearly discernable: Forecast the state of the NAS; Analyze the state of the NAS; Evaluate and Select new TFM initiatives; Implement new TFM initiatives; Post analysis of NAS and TFM initiatives; and Operational Maintenance.  These key TFM functions will enable the description of the system to be built, as well as the requirements that will define the system.

Forecasting the state of the NAS spans the operational concept areas of Operational Planning and Situational Awareness.  Forecasting the state of the NAS involves determining resource capacities, determining current and predicted demands, and identifying current TFM initiatives.  Through this functional area, the system will provide Traffic Management with the predicted demands and capacities based on flight intent, schedule, and current initiative information.

Analyzing the state of the NAS spans the operational concept areas of Operational Planning and Situational Awareness.  Analyzing the state of the NAS involves determining key NAS performance metrics and examining threshold values that will indicate potential issues.  These values are based on both the predicted and actual demand and capacity information.  Through this functional area, the system will provide Traffic Management with information on demand and capacity imbalances and the potential need for new initiatives or adjustments to current initiatives.

Evaluating and Selecting new TFM initiatives spans the operational concept areas of Operational Planning and Initiative Planning.  Evaluating and Selecting new TFM initiatives involves proposing alternative TFM initiatives; forecasting the state of the NAS with a new initiative; analyzing the state of the NAS with a new initiative; and determining preferred new TFM initiatives.  Through this functional area, the system will provide Traffic Management with new initiatives that will optimize traffic flow based on current and predicted information.

Implementing new TFM initiatives is equivalent to the functions indicated by the operational concept area of Initiative Implementation.  Implementing new TFM initiatives involves the communication of new TFM initiatives to both users and service providers.

Post analysis of NAS and TFM initiatives is equivalent to the functions indicated by the operational concept area of Operational Analysis.  Post analysis of NAS and TFM initiatives involves the system reporting capabilities and assessment of NAS performance and the effectiveness of TFM initiatives.  This assessment can lead to calibration or re-calibration of the thresholds for key performance metrics, as well as to the range of possible initiatives that Traffic Managers can evaluate.

Operational Maintenance is equivalent to the functions indicated by the operational concept area of Operational Maintenance.

The TFM operational concept and key functional areas presented above also describe the future TFM environment.  Therefore, this concept of operations continues to emphasize collaborative decision making, which requires a high degree of common situational awareness among all parties: Traffic Managers, and NAS users (air carriers, air freight, General Aviation, International and the Department of Defense (DoD)).  The common situational awareness is possible through reliable and timely information exchange between the TFM service providers and NAS users.

At a high level of abstraction, Figure 2 and Table 1 below illustrates TFM in relation to external systems, users, and other NAS domains.  The figure also indicates the functional flow of the TFM system, including the iterative nature involved with evaluating and selecting TFM initiatives and the use of post operation analysis to continually refine the range of alternative initiatives and the TFM system itself.  The table indicates the data flow into and out of the TFM system and the information that influences TFM initiatives.
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Figure 2: TFM Flow Diagram

Note:  See the ETMS  Functional Description 2003, Introduction Diagram in Section 1.2 and Section 13 for a Processing and Remote Site Functions Overview, Volpe, October, 2002.

Table 1:  TFM Data Flows and Systems

	External Facility / System
	Data from External Systems (Input)
	Data to External Systems (Output)

	Within TFM
	
	

	The system, including ETMS, FSM, NTML, POET
	General Information, NOTAMs, PIREPs, Metering Data, Flight intents, Cancellations, Delays, Reroutes, RVR (aeronautical information), SUA schedules and status, Flow Constrained Areas, Restrictions, Restriction Status, Ground Delays, Airspace Volume and Attribute Data
	General Information, TM Initiatives, NOTAMs, PIREPs, Flight Data, Airspace Volume and Attribute Data, Schedule Data

	ATC Facility
	
	

	ATCSCC
	
	EDCT and FA (via FSM)

	Adjacent ARTCC
	Flight Data, Coordination and Control Data, Traffic Management Data, Airspace Attribute Data
	Flight intents, Track Data, Sectorization, Arrival Schedules, Coordination and Control Data, Traffic Management Data, Airspace Volume and Attribute Data

	
	
	

	TRACON  (ARTS/STARS)
	Flight Data, Coordination and Control Data, Airspace Attribute Data
	Flight Data, Track Data, Coordination and Control Data, CENRAP, Airspace Volume and Attribute Data

	Tower
	Flight Data
	Flight Data

	US Oceanic
	Flight Data, Position Updates, Coordination and Control Data, Traffic Management Data, Airspace Attribute Data
	Flight Data, Coordination and Control Data, Traffic Management Data, Airspace Volume and Attribute Data

	Non-US Automated ATC Facility
	Flight Data, Track data, Coordination and Control Data
	Flight Data, Coordination and Control Data

	Non-US Manual ATC Facility
	Flight Data
	Flight Data

	CENRAP: Center Radar ARTS Presentation/Processing (A computer program developed to provide a back-up system for airport surveillance radar in the event of a failure or malfunction.  The program uses air route traffic control center radar for the processing and presentation of data on the ARTS IIA or IIIA displays.)


	Airspace Users
	
	

	Flight Service Station (FAA)
	Flight intents, Amendments, Cancellations, Search and Rescue (SAR) Data Requests, Airspace Attribute Data
	Acknowledgement/Feedback, Constraints/Restrictions, SAR Alerts

	Airline Operations: OAG
	Flight intents, Amendments, Cancellations
	Acknowledgement/Feedback, Constraints/Restrictions

	Flight intent and filing systems, e.g., OASIS, authorized commercial systems
	Flight intents, Amendments, Cancellations
	Acknowledgment/Feedback, Constraints/Restrictions

	Other
	
	

	NORAD
	General Information, Data Requests
	Flight Data

	Search and Rescue (SAR)
	
	Flight Data

	Coded Time Source
	Coordinated Universal Time (UTC)
	

	Global Positioning System (GPS)
	UTC
	

	Non-Surveillance Weather Sources
	NEXRAD Weather Products, RUC Gridded Atmospheric Data, Surface Observations
	

	Aeronautical Radio, Inc. (ARINC)
	Aeronautical and Geographic data, position information, schedule information
	Schedule updates

	Support
	
	

	Charting Facilities, e.g., NACO (DACS), NASR
	Charts, Airspace Definitions
	Charts, Airspace Definitions, Aeronautical Databases


2 Applicable Documents


 The following specifications, standards, instructions, orders, guidelines and 

 handbooks form a part of this document and are applicable to the extent 


 specified herein.  The latest version of these documents as of the proposal 


 submittal date shall apply.  In the event of a conflict between the referenced 
 


 documents and the SSD, the SSD shall apply.

2.1 Reference Documents 

1.
Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, 2002

2.

ETMS Functional Description Version 7.6, August 2003, Volpe National Transportation Systems Center, U.S. Department of Transportation, Report No. VNTSC-DTS56-TMS-002
3. In-Service Review Checklist Document, FAA, see the link and document on the FAST web site at:  http://fast.faa.gov/toolsets/In-serviceReview/InserRedev.htm

4. Segment Specification:  Traffic Management System Automation Enhancement Phase II, April 19, 1998, FAA-E-2777a

2.1.1 User Interface Standards

1. Accessibility Standards as from Section 508 of the Rehabilitation Act of 1973, http://www.access-board.gov/news/508-final.htm and http://fast.faa.gov/procurement_guide/html/3-2-2.htm#5
2. The FAA Human Factors Design Standard, Ahlstrom, V, Longo, K. (2002). (Report Number # DOT/FAA/CT-03/05, HF-STD-001).

2.2 Compliance Documents

2.2.1 Specifications and FAA Orders

1.  FAA-C-1217F, Electrical Work, Interior, 26 February 1996. 

2.  FAA-G-2100, Electronic Equipment, General Requirements, 22 October 2001. 

3.  NAS-IR-82170001, ARTCC Host Computer System/Air Traffic Management Applications

4.  NAS-IR-9202000F, IRD, Coded Time Source (CTS) Synchronized to GPS Coordinated Universal Time, Revision F, 1 May 1996. 

5.  NAS-SR-1000, NAS System Requirements Specification, 21 Mar. 1985 (Change 14, Dec 1995).

6.  FAA Order 6950.2, Electrical Power Policy Implementation at NAS Facilities

7.  FAA Order 6950.27, Short Circuit Analysis and Protective Device Coordination
8.  FAA Order 3900.19, Occupational Safety and Health


10. Special fire life safety requirements IAW 29 CFR 1960.20

11.  FAA Order 1600.69, Facility Security Management Program

12. FAA Order 1600.2, Safeguarding Controls and Procedures for Classified National Security Information and Sensitive Unclassified Information

13.  Order 1600.54, FAA Automated Information Systems Security Handbook
14.  FAA Orders 1900.47, Air Traffic Services Contingency Plan

15.  FAA Form 1600-77 to designate risk/sensitivity levels

16. FAA Notices to Airmen publication, FAA Order 7930.2H, 2/20/2003
17. 
17. FAA Notice N 1370.42, Password Management in the FAA, Mar 20, 2003

18. FAA Order 1370.82, Information Systems Security (ISS) Program, June 9, 2000.
19. FAA Order 1370.83,  Internet Access Points, Feb. 8, 2001

20. FAA Order 1370.89, Information Operations Condition, Aug. 25, 2003.

21. FAA Order 1375.1c, Data Management, June 20, 2001.

22. FAA Order 1200.22c, NAS Data And Interface Equipment Used By Outside Interests, Feb. 6, 2002.

23. NAS MD-311, NAS En Route Configuration Management Document, Computer Program Functional Specifications - Message Entry and Checking.

24. NAS MD-315, NAS En Route Configuration Management Document, Computer Program Functional Specifications - Remote Outputs.

25. NAS MD-850, Central Flow Automation Facility (CFAF) - NAS Stage A En Route Host Computer System (HCS).

2.2.2 Standards 

1. CFR Title 29 Part 1910 (Code of Federal Regulations), Occupational Safety and Health Standards. 

2. CFR Title 36 Part 1194 (Code of Federal Regulations), Implementation of Electronic and Information Technology (EIT) Accessibility Standard. 

3. CFR Title 29 CFR 1910.95 (Code of Federal Regulations), Occupational Safety and Health Standards

4. 29USC 794D, The Rehabilitation Act Amendments (Section 508)

5. FAA-STD-001B, Color and Texture of Finishes for NAS Equipment, March 4, 1976. 

6. FAA-STD-019D, Lightning Protection, Grounding, Bonding and Shielding Requirements for Facilities, August 9, 2002. 

7.  FAA-STD-020B, Transient Protection, Grounding, Bonding and Shielding for Equipment in FAA Facilities, 11 May 1992. 

8.  FED-STD-795, Uniform Federal Accessibility Standard (UFAS), April 1988.

9.  MIL-HDBK-454A, General Guidelines for Electronic Equipment, Revision: A, 3 November 2000. 

10. MIL-STD-461E, Requirements for the Control of the Electromagnetic Interference Characteristics of Subsystems and Equipment, 20 August 1999. 

2.2.3 Other Documents 

1. Executive Order (EO) 12902, Efficiency and Conservation at Federal Facilities, 8 March 1994.  

2. National Fire Protection Association (NFPA) Standard 70, 1) Clearance Requirements and 2) National Electrical Code. 

3.  UL-1950, Underwriters Laboratory Safety Standards for Information Technology Equipment. 


2.2.4 System Interfaces (Interface Control Documents) 

1.   ARINC Aeronautical Radio Inc., per ICD:  C47-0207-12090500-BP (July 1,2002)

2.   ARTS-IIIE, Automated Radar Terminal System IIIE., per ICD:  ATC-61015.

3.  ASDI, Aircraft Situational Display to Industry., per ICD:  Enhanced Traffic Management System-to-Aircraft Situation Display to Industry (ETMS-to-ASDI) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October, 2003.

4.  ATOP, Advanced Technologies and Oceanic Procedures per ICD:  NAS-IC-82370001-05 (9/20/02)

5.  FDP-2000, Flight Data Processing 2000 System, per ICD:  Enhanced Traffic Management System-to-Flight Data Processing 2000 System (ETMS-to-FDP-2000) Interface Control Document (ICD) for Traffic Management Infrastructure (TFMI), October 2003.

6.  IDP, International Data Provider per ICD:  Enhanced Traffic Management System-to-International Data Provider (ETMS-to-IDP) Interface Control Document (ICD) for Traffic Management Infrastructure (TFMI), October 2003.

7. Micro-EARTS, En Route Automated Radar Tracking System, per ICD:  Enhanced Traffic Management System-to-Micro-En Route Automated Radar Tracking System (ETMS-to-MEART) Interface Control Document (ICD) for Traffic Management Infrastructure (TFMI), October 2003.

8. NADIN, National Airspace Data Interchange Network II, per ICD:  Enhanced Traffic Management System-to-National Airspace Data Interchange Network (ETMS-to-NADIN II) Interface Control Document (ICD) for Traffic Management Infrastructure (TFMI), October 2003.

9. NGRVR, Next-Generation Runway Visual Range., per ICD:  Preliminary Next Generation Runway Visual Range-to-ETMS (NGRVR-ETM) ICD for TFMI.

10.  OAG, Official Airline Guide, per ICD:  Enhanced Traffic Management System-to-Official Airline Guide (ETMS-to-OAG) Interface Control Document (ICD) for Traffic Management Infrastructure (TFMI), October 2003.

11.  STARS, Standard Terminal Automation Replacement System, per ICD:  NAS-IC-21052100 (Feb 15, 1996).

12.  WSI, Weather Services International, ICD:  Enhanced Traffic Management System-to-Weather Services International (ETMS-to-WSI) Interface Control Document (ICD) for Traffic Management Infrastructure (TFMI), October 2003.

3 Requirements

3.1 System Description
The Traffic Flow Management automation system is a key element of the Federal Aviation Administration’s (FAA) TFM operational environment.  TFM’s focus is to balance air traffic demand with system capacity to ensure the maximum efficient utilization of the National Airspace System (NAS) and of available capacity, by anticipating demand and constraints on NAS resources and then responding with flow management initiatives.

During the last several decades, the nation's air traffic has increased dramatically and, according to industry and government sources, the growth is predicted to continue. An important need is to provide the ability to accommodate user desires for more flexibility while accommodating traffic growth and ensuring safety. The TFM system will better support collaboration with users in accurately assessing capacity and demand constraints of airports and airspace throughout the NAS and provide a mechanism to perform pre and post analysis to determine appropriate initiatives to mitigate constraints. Timely and accurate data on status of NAS resources and user updates, together with capabilities to  more accurately predict future demand and capacity imbalances are needed to address the increased demand on the NAS.  A number of Traffic Flow Management System (TFM) tools are to be used by the Federal Aviation Administration (FAA) in the performance of air traffic management. Of these tools, the Enhanced Traffic Management System (ETMS) is the primary system.

Air traffic management is the strategic control of traffic flow; its purpose is to minimize delays and congestion, and to maximize the overall throughput of the National Airspace System (NAS).  Air traffic management is performed through a hierarchical organization. At the top of the hierarchy is the Air Traffic Control System Command Center (ATCSCC), which is concerned with the management of nationwide traffic problems and the coordination and approval of actions taken by the distributed traffic management facilities. The next level of traffic management consists of Traffic Management Units (TMUs) at the 21 Air Route Traffic Control Centers (ARTCCs).  Each ARTCC TMU is responsible for the management of traffic problems that are within the scope of the ARTCC. The final level of the hierarchy consists of TMUs at the Terminal Radar Approach Control (TRACON) facilities. The TRACON TMUs manage problems specific to the terminals under their control. Selected FAA Towers and FAA Regional Offices also employ ETMS.

Note:  See Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, 2002 Section 4.1.

ETMS performs four primary functions for TFM managers at the site-types mentioned above.

(1) It displays dynamic current and predicted data (flights and weather) projected against a background of static data (e.g., boundaries, airports, Navaids, and fixes).

(2) It predicts the demand for airports, sectors, and fixes for fifteen hours into the future and makes the predictions available to the traffic manager.

(3) It provides a graphical display of predicted demand and alerts for all airports, sectors, fixes and other NAS resources by means of Flow Constrained Areas (FCAs) and Flow Evaluation Areas (FEAs).

(4) It provides a communication mechanism for the coordination of traffic management initiatives.

This document contains the requirements for the modernization of the TFM system. 

3.2 Functional Capabilities
Air Traffic Management (ATM) encompasses Traffic Flow Management (TFM) and Air Traffic Control (ATC) capabilities and is designed to minimize air traffic delays and congestion while maximizing overall National Airspace System (NAS) throughput, flexibility, and predictability.  ATM seeks to predict air traffic demand and constraints more accurately so that predicted air traffic congestion can be dealt with safely, efficiently, and economically using a variety of proven strategies such as large scale rerouting, ground delays, and metering.

3.2.1 General 

Note  See Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, 2002,  Sections 4.1 and 5.3.1.1.

Table 1:  TFM Data Flows and Systems


	External Facility / System
	Data from External Systems (Input)
	Data to External Systems (Output)

	Within TFM
	
	

	The system, including ETMS, FSM, NTML, POET
	General Information, NOTAMs, PIREPs, Metering Data, Flight intents, Cancellations, Delays, Reroutes, RVR (aeronautical information), SUA schedules and status, Flow Constrained Areas, Restrictions, Restriction Status, Ground Delays, Airspace Volume and Attribute Data
	General Information, TM Initiatives, NOTAMs, PIREPs, Flight Data, Airspace Volume and Attribute Data, Schedule Data

	ATC Facility
	
	

	ATCSCC
	
	EDCT and FA (via FSM)

	Adjacent ARTCC
	Flight Data, Coordination and Control Data, Traffic Management Data, Airspace Attribute Data
	Flight intents, Track Data, Sectorization, Arrival Schedules, Coordination and Control Data, Traffic Management Data, Airspace Volume and Attribute Data

	
	
	

	TRACON  (ARTS/STARS)
	Flight Data, Coordination and Control Data, Airspace Attribute Data
	Flight Data, Track Data, Coordination and Control Data, CENRAP, Airspace Volume and Attribute Data

	Tower
	Flight Data
	Flight Data

	US Oceanic
	Flight Data, Position Updates, Coordination and Control Data, Traffic Management Data, Airspace Attribute Data
	Flight Data, Coordination and Control Data, Traffic Management Data, Airspace Volume and Attribute Data

	Non-US Automated ATC Facility
	Flight Data, Track data, Coordination and Control Data
	Flight Data, Coordination and Control Data

	Non-US Manual ATC Facility
	Flight Data
	Flight Data

	CENRAP: Center Radar ARTS Presentation/Processing (A computer program developed to provide a back-up system for airport surveillance radar in the event of a failure or malfunction.  The program uses air route traffic control center radar for the processing and presentation of data on the ARTS IIA or IIIA displays.)


	Airspace Users
	
	

	Flight Service Station (FAA)
	Flight intents, Amendments, Cancellations, Search and Rescue (SAR) Data Requests, Airspace Attribute Data
	Acknowledgement/Feedback, Constraints/Restrictions, SAR Alerts

	Airline Operations: OAG
	Flight intents, Amendments, Cancellations
	Acknowledgement/Feedback, Constraints/Restrictions

	Flight intent and filing systems, e.g., OASIS, authorized commercial systems
	Flight intents, Amendments, Cancellations
	Acknowledgment/Feedback, Constraints/Restrictions

	Other
	
	

	NORAD
	General Information, Data Requests
	Flight Data

	Search and Rescue (SAR)
	
	Flight Data

	Coded Time Source
	Coordinated Universal Time (UTC)
	

	Global Positioning System (GPS)
	UTC
	

	Non-Surveillance Weather Sources
	NEXRAD Weather Products, RUC Gridded Atmospheric Data, Surface Observations
	

	Aeronautical Radio, Inc. (ARINC)
	Aeronautical and Geographic data, position information, schedule information
	Schedule updates

	Support
	
	

	Charting Facilities, e.g., NACO (DACS), NASR
	Charts, Airspace Definitions
	Charts, Airspace Definitions, Aeronautical Databases


Note:  See the ETMS  Functional Description 2003, Section 13.5, Volpe, October, 2002 for a discussion of existing External Communications Functions.

3.2.1.1  The system shall receive, parse and store real-time incoming data from manual or automated inputs as specified in Section 3.3 Interface Requirements.

3.2.1.2  The system shall comply with the display user interface standards as defined in FAA Human Factors Design Standard, (HFDS), Report # DOT/FAA/CT-03/05, HF-STD-001.

3.2.1.3  The system shall allow users the capability to send and receive text messages with other system users. 

3.2.2 Flight Data Processing

3.2.2.1 Flight Data Messages

Note:  See the Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, 2002 Sections 5.3.1.2.1 and 5.3.1.2.2,  the ETMS  Functional Description 2003, Chapter 4, 5, 6, 7, 9 and 12 and Table 7-2, and the ASDI Functional Description and Interface Control Document.

3.2.2.1.1 Inputs

3.2.2.1.1.1  The system shall receive Flight Data messages (including Schedules and updates) from the eligible sources identified in Section 3.3 Interface Requirements and as noted in Table 1.

3.2.2.1.1.2  The system shall receive Flight Data messages from eligible external sources in the following FAA and external domain areas:

a. En-Route

b. Terminal

c. Tower

d. Oceanic and Offshore

e. Traffic Flow Management

f. International Data Providers

g. External System Users

3.2.2.1.2 Processing

General

3.2.2.1.2.1.1  The system shall perform format, logic, range, and validity checks for incoming flight data messages.
3.2.2.1.2.1.2  The system shall generate an error message if an incoming flight data message fails a format, logic, range, or validity check.
3.2.2.1.2.1.3  The system shall process NAS, ICAO, and airline flight data messages.

3.2.2.1.2.1.4  The system shall maintain a current set of data for every known flight, based on input flight data messages.

3.2.2.1.2.1.5  The system shall generate an error message if a route contained in flight intent or schedule data contains an unknown element.

3.2.2.1.2.1.6  The system shall create, modify, or delete flight data based on incoming flight data messages.

3.2.2.1.2.1.7  The system shall uniquely identify each flight.

3.2.2.1.2.1.8 The system shall update flight data throughout the flight to reflect the flight’s status and intended flight path.

3.2.2.1.2.1.9  The system shall have a stand-alone mode where available flight data is processed locally to update the local flight database. 

Scheduled Flight Processing

3.2.2.1.2.1.10   The system shall provide the capability to combine flight data information and storage with scheduled flight data information.

Note:  This information is based on Schedules received from the Official Airline Guide (OAG) which gives information for flights at least thirty (30) days prior to flight and is used to predict when flights will take off and what routes they will fly.
3.2.2.1.2.1.11   The system shall update flight data based on incoming substitution messages.
Note: In response to the issuance of a Ground Delay Program, Estimated Departure Clearance Times (EDCTs) for each airline’s flights are sent out.  Airlines can adjust their controlled flights in two ways: by canceling them or by swapping flights between the arrival slots assigned to the airline.  The process of adjusting the controlled flights by swapping arrival slots is referred to as “substitution”.
Flight Intent Preprocessing

3.2.2.1.2.1.12   The system shall update flight information for flights that have a flight intent filed with the FAA but have not yet become airborne.

3.2.2.1.2.1.13   The system shall parse the route of flight from the flight intent data.

3.2.2.1.2.1.14   The system shall convert each route segment in the filed route of flight into component fixes that comprise the route.

Active Flight Processing

3.2.2.1.2.1.15   The system shall identify, process and update Active flights, which are flights currently  airborne or in the process of landing.

Note: In the current system, Live  data activity includes 12 hours in the past and 15 hours in the future.  The terms ‘live’, ‘active’ and ‘current’ are used interchangeably in the current system documentation to indicate the near real-time flight information and flight intent information displayed for users and used in calculations of flights and their trajectories.

3.2.2.1.2.1.16   The system shall update flight data based on incoming position update messages.

3.2.2.1.2.1.17  The system shall detect the following flight events and the times at which they occur based on NAS or other messages received by the system:

a. arrival at destination airport

b. departure from originating airport

c. fix crossing

d. entry to or exit from a jet or victor airway

e. entry to or exit from sector airspace

f. entry to or exit from facility airspace

3.2.2.1.2.1.18   The system shall update flight data to indicate a flight intent cancellation message was received.

Flight Data Post-processing

3.2.2.1.2.1.19   The system shall retain flight information during Post Operations – after a flight has landed.

Flight Data Schedule Information and Updates

3.2.2.1.2.1.20   The system shall update flight information obtained from airline schedule information such as from the Official Airline Guide (OAG) or from messages sent by the Collaborative Decision Making (CDM) process for flight substitutions for cancellations – for flights within the current twenty-four (24) hour period that have not yet flown.

3.2.2.1.2.1.21   The system shall provide Traffic Management and NAS users the capability to select any flight represented by a display object.

3.2.2.1.3 Outputs

3.2.2.1.3.1  The system shall generate error messages that identify the type and nature of a flight data error.

3.2.2.1.3.2  The system shall use flight data to generate traffic situation data displays showing airborne flights.

3.2.2.1.3.3  The system shall use flight data to generate reports.

3.2.2.1.3.4  The system shall use flight data to generate forecast times of arrival for each point along the flight’s route and to generate predicted times for future flight events.

3.2.2.1.3.5  The system shall provide incoming flight data messages to the Aircraft Situation Display to Industry (ASDI) data feed after the appropriate filtering as defined in the ASDI ICD, ASDI-FD-001 v5.1.

3.2.2.1.3.6  The system shall provide incoming flight data messages to the North American Air Defense (NORAD) data feed after the appropriate filtering as defined in the NORAD ICD,  Enhanced Traffic Management System-to-North American Aerospace Defense Commend (ETMS-to-NORAD) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.2.2.2 Flight Intent Position Processing

3.2.2.2.1  The system shall format and update flight data to generate the traffic situation data displays showing airborne flights, and generate request reports for the past twelve (12) and future fifteen (15) hours.

3.2.2.2.2  The system shall maintain current and previous positions for all flights.
3.2.2.3 Flight Data Storage and Retention

3.2.2.3.1 The system shall maintain all flight information for twelve (12) hours in the past and fifteen (15) hours in the future.
3.2.2.3.2 The system shall maintain the stored flight data for inactive flights for at least two (2) hours after the proposed departure time.

3.2.2.3.3 The system shall retain scheduled flights from non-CONUS airports are retained until after their scheduled arrival times.
3.2.2.3.4 The system shall store all flight data sent to or received from external systems.

3.2.2.3.5 The system shall remove flight information for all inactive flights as selected by authorized user input.

3.2.3 Forecast State of the NAS

3.2.3.1 Determine NAS Resource Capacities

3.2.3.1.1 Weather Information Processing

Note:  See the ETMS  Functional Description, Chapters 2 and 10, for Processing and Display of Weather Information.

Inputs

3.2.3.1.1.1  The system shall receive processed weather information (e.g., radar-determined precipitation data, jet stream, radar tops, lightning, and grid winds) from eligible weather sources as defined in Section 3.3 Interface Requirements and as Noted in Table 1 above.

Processing

3.2.3.1.1.2  The system shall perform format, logic, range, and validity checks for incoming weather data messages.
3.2.3.1.1.3  The system shall use weather information in demand and trajectory determination.

Note: The terminal weather reports, precipitation, jet streams, radar tops, and lightning are used for display purposes.

3.2.3.1.1.4 The system shall use the Rapid Update Cycle (RUC) wind/pressure/temperature forecast information.

3.2.3.1.1.5  The system shall record weather data messages received.

Outputs

3.2.3.1.1.6  The system shall provide weather data to generate weather displays, and to generate request reports (within an adaptable parameter forecast window).

3.2.3.1.1.7  The system shall display information for weather (radar-determined precipitation data, jet stream, radar tops, and lightning) displays.
3.2.3.1.1.8  The system shall provide updates to demand and trajectory based on processed weather data received.

3.2.3.1.2 Aeronautical and Geographical Data Processing

Note: See the  Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, 2002 and

Functional Description of the Enhanced Traffic Flow Management (ETMS), Chapter 3.

Note:  Aeronautical data describes aircraft positions using map objects and coordinates, runway conditions and other information involving aircraft operations.  In the current system, TFM receives aeronautical data  from the ARINC interface.

Geographic data describe types of map objects and coordinates, which allows for display, manipulation, and extraction of map data. In the current system, TFM derives the maps database and grid database primarily from geographical data files received every 56 days.

Inputs

3.2.3.1.2.1  The system shall receive digital aeronautical data from eligible sources as specified in Table 1 and Section 3.3 Interface Requirements.  

Note: Aeronautical information includes airport runway data, and approach information.

3.2.3.1.2.2 The system shall receive active and projected operational environment data from eligible sources as specified in Table 1 and Section 3.3 Interface Requirements.

3.2.3.1.2.3 The system shall allow authorized users to enter textual general information.

3.2.3.1.2.4  The system shall receive updates to geographic data from eligible sources (as defined in Table 1 and Section 3.3 Interface Requirements).

Note: geographic data includes sector boundaries, ARTCC boundaries, World geographical boundaries, TRACONs, airways, routes, fixes, Navigational Aids (NAVAIDs), Airports, Special Use Airspace (SUA) and Military Operations Areas (MOAs) definitions. 

Processing

3.2.3.1.2.5  The system shall provide and maintain the currency, consistency, validity and integrity of aeronautical data .

3.2.3.1.2.6  The system shall allow authorized users to manually update aeronautical data.

3.2.3.1.2.7 The system shall perform a validity check to ensure that conflicts between aeronautical information sources are identified. 

3.2.3.1.2.8  The system shall provide tools for assessing consistency within and across aeronautical data information and sets. 

3.2.3.1.2.9  The system shall validate active and projected operational environment data.
3.2.3.1.2.10  The system shall process textual general information.
3.2.3.1.2.11 The system shall provide and maintain the currency, consistency, validity and integrity of geographical data.

3.2.3.1.2.12  The system shall allow authorized users to manually update geographical data.

3.2.3.1.2.13 The system shall perform a validity check to ensure that conflicts between geographical information sources are identified.

3.2.3.1.2.14 The system shall provide the capability to resolve inconsistencies in data received from geographical data sources.

3.2.3.1.2.15 The system shall automatically report overlaps and gaps when boundary data is processed.

Outputs

3.2.3.1.2.16  The system shall provide static aeronautical data for display on maps along with dynamic data (e.g., flight data and weather).

3.2.3.1.2.17  The system shall provide a report to the system administrator that details data inconsistencies, errors, and unknown data encountered in processing aeronautical data.

3.2.3.1.2.18 The system shall provide a report to the system administrator that details data inconsistencies, errors, lost integrity, and unknown data encountered in processing geographical data.

3.2.3.1.2.19 The system shall be able to include static geographic data on map displays along with dynamic data (e.g., flight data and weather).
3.2.3.2 Determine Current and Predicted Demands

Note: See the Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, 2002, Sections 5.1.3 and 5.1.4.

3.2.3.2.1 Schedule Data Processing

Inputs

3.2.3.2.1.1  The system shall accept scheduled flight information via both manual and automated input.

3.2.3.2.1.2 The system shall accept airlines generated flight cancellation and arrival time substitution messages for controlled flights. 

3.2.3.2.1.3  The system shall accept airline schedule updates from NAS users.

3.2.3.2.1.4  The system shall receive schedule flight inputs from the Official Airline Guide (OAG).

3.2.3.2.1.5 The system shall accept scheduled flight information updates from Traffic Management users.

Processing

3.2.3.2.1.6 The system shall perform format, logic, range, and validity checks for incoming flight data messages.
3.2.3.2.1.7 The system shall generate an error message if an incoming flight data message fails a format, logic, range, or validity check.
3.2.3.2.1.8 The system shall provide the capability to cancel (or remove) scheduled flights from the live flights information.

3.2.3.2.1.9 The system shall update scheduled flight information based on substitution messages from NAS users.

3.2.3.2.1.10  The system shall process scheduled flight information.

3.2.3.2.1.11  The system shall allow users to modify scheduled flight information.

3.2.3.2.1.12  The system shall update scheduled flight information based on inputs from NAS and Traffic Management users.

3.2.3.2.1.13  The system shall provide scheduled flight information to the ‘live’ flights when the departure time for the flight is twelve hours in the future from the current time.

3.2.3.2.1.14  The system shall provide updated schedule data based on received schedule data inputs.

Outputs

3.2.3.2.1.15  The system shall produce and display schedule reports for the traffic manager or other user on a request/reply basis. 

3.2.3.2.1.16  The system shall generate error messages that identify the type and nature of the schedule data error.

3.2.3.2.1.17  The system shall provide all schedule data to external systems as specified in Table 1 and Section 3.3 Interface Requirements.

3.2.3.2.2 Schedule Data Storage and Retention

3.2.3.2.2.1 The system shall store all schedule data received from Traffic Management or NAS users based on  user selectable parameters with a minimum of keeping all data for the past and future twenty-four (24) hours. 

3.2.3.3 Identify Current TFM Initiatives

Note: See the Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, Sections 5.1.2.1, 5.1.2.4.2, 5.1.3.1.1, Exhibit 5-12 and Exhibit 5-21, and 6.1.14.1. See the ETMS Functional Description Sections 2.3.6, 2.3.7, 12, and 13.

3.2.3.3.1 Traffic Flow Prediction/Trajectory Modeling

Inputs

3.2.3.3.1.1 The system shall receive data on Traffic (volume, fleet mix) either by manual or automated inputs provided by external system(s) as specified in Table 1 and Section 3.3 Interface Requirements for both planned and proposed flights.

3.2.3.3.1.2  The system shall calculate aircraft trajectories from inputs provided by external system(s).

3.2.3.3.1.3 The TFM system shall use flight position data received from external sources to update the trajectory.
Processing

3.2.3.3.1.4  The system shall perform modeling of a flight to determine the altitude and speed profile of the flight (i.e., what altitude and speed the flight will have at any point along its flight path).

3.2.3.3.1.5 The system shall use wind data for trajectory calculations.

3.2.3.3.1.6  The system shall calculate the expected time of arrival at each point along the route of flight.

3.2.3.3.1.7  The system shall calculate expected sector, facility boundary, and fix crossing times.

3.2.3.3.1.8 The system shall update the flight’s trajectory and predicted flight events when position update information, updated clearance data, or updated weather or environmental data is received.

3.2.3.3.1.9  The system shall perform trajectory calculations based on flight data and NAS resources and constraints along the flight path.

3.2.3.3.1.10  The system shall use the flight event data to estimate the traffic demand at each monitored airport, sector, fix, and other NAS resources in a user selectable time interval(s) for up to fifteen (15) hours in the future.

3.2.3.3.1.11  The system shall provide traffic demand projection comparisons to adapted alert threshold  levels.

3.2.3.3.1.12  The system shall use the flight, geographical, trajectory, aeronautical and weather data for flight trajectory processing.
Outputs

3.2.3.3.1.13 The system shall provide the capability to either simultaneously or individually display or generate printable reports of the predicted demand for airports, sectors, fixes, and other NAS resources to the traffic managers and NAS users as requested via user input.

3.2.3.3.1.14 The system shall provide current trajectory data to external TFM tools on a near real-time basis.

3.2.3.3.2   Constraint Tracking

Note: Reference Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, Sections 5.1.2.2, 5.1.2.3, and 5.1.2.4 and Exhibits 5-3 and 5-12.

Inputs

3.2.3.3.2.1  The system shall receive traffic information such as anticipated traffic flows and volume via automated and manual inputs.

3.2.3.3.2.2  The system shall receive information related to system constraints such as flight schedules, airborne delays, and ground delays from automated and manual inputs.

Processing

3.2.3.3.2.3  The system shall update information such as traffic flows and volume.

3.2.3.3.2.4  The system shall update information for system constraints such as flight schedules, airborne delays, and ground delays.

Outputs

3.2.3.3.2.5 The system shall provide traffic flow and volume information to other system users and customers as selected by the user.

3.2.3.3.2.6 The system shall provide information related to flight schedules, airborne delays, and ground delays to Traffic Management and NAS users.

3.2.4 Analyze State of the NAS

3.2.4.1 TFM & NAS Performance Metrics

3.2.4.1.1 Processing

3.2.4.1.1.1  The system shall update data on TFM  performance (e.g. delays, ground stops, efficiency) so that the information can be included in NAS Performance metrics.
3.2.4.2 Examine Thresholds to Identify Potential Issues

3.2.4.2.1 Monitor NAS Resource Loads and Balance

Processing

3.2.4.2.1.1  The system shall update NAS alerts and status information based on input messages.

3.2.4.2.1.2  The system shall detect occasions when demand/capacity imbalances occur.

3.2.4.2.1.3 The system shall detect when traffic demands will exceed the user defined thresholds for NAS resource loads.

3.2.4.2.1.4 The system shall provide the traffic manager or NAS user the capability to request data about an alert.

3.2.4.2.1.5 The system shall provide the capability to select a time for which the user would like to receive alerts (e.g., show alerts for the next hour).
Outputs

3.2.4.2.1.6 The system shall provide alert data to traffic management and NAS users for occasions when demand/capacity imbalances occur via visual display, audible alarm and/or printable report.

3.2.4.2.1.7 The system shall provide NAS alerts and status to Traffic Managers and NAS users as requested by user selection.

3.2.4.2.1.8  The system shall provide alerts to the Traffic Management or NAS user for a user selectable look-ahead time.
3.2.4.2.1.9  The system shall display and distribute alert data including a comparison of the demands and the alerts, and flight lists and related alert information through charts, reports, and flight displays.

3.2.5 Evaluate and Select New Traffic Management Initiatives

3.2.5.1 Propose Alternative TFM Initiatives (ADL Processing and FSM)

Note: Reference Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, Sections 6.2.2 and Appendix C  Flight Schedule Monitor (FSM) processing as it is done at Volpe today, and maintained by Metron Aviation.  FSM calculates changes to flights, airport arrival and departure rates and assists in implementing Ground Delay Programs and Ground Stops.  The pieces being replaced as part of TFM Modernization are only the TFM components that feed Aggregate Demand List (ADL) information to FSM since FSM is responsible for its clients and display functions.

3.2.5.1.1 Inputs

3.2.5.1.1.1 The system shall receive Estimated Departure Clearance Times (EDCTs) from the ATCSCC when implementing ground delay programs.

3.2.5.1.1.2 The system shall receive schedule updates from external systems and users to generate  Aggregate Demand Lists (ADL) for use by the Flight Schedule Monitor (FSM) program.

3.2.5.1.2 Processing

3.2.5.1.2.1 The system shall maintain the current Airport Arrival Rate (AAR) and Airport Departure Rate (ADR) values for use with the Flight Schedule Monitor (FSM) program and as part of the Aggregate Demand List (ADL) messages for use in FSM processing and for external system users.

3.2.5.1.2.2 The system shall process traffic management and schedule data and perform the steps necessary to  implement a ground delay program (GDP), which is part of the Flight Schedule Monitor processing.

3.2.5.1.2.3 The system shall generate EDCT messages to implement ground delay programs and to update the projected departure times for controlled flights.
3.2.5.1.2.4 The system shall update the ADL with the proposed GDP parameters and use it for FSM processing and update.

3.2.5.1.3 Outputs

3.2.5.1.3.1 The system shall provide initiative reports for the Traffic Management or NAS users on a request/reply basis.

3.2.5.1.3.2 The system shall send both changed and default AARs and ADRs back to all FSM users via the ADLs in accordance with the FSM ICD, Enhanced Traffic Management System-to-Flight Schedule Monitor (ETMS-to-FSM) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.  

3.2.5.1.3.3  The system shall provide EDCT messages to Traffic Management or NAS systems and users.

3.2.5.2 Determine Preferred New TFM Initiatives

3.2.5.2.1 Ground Delay Program (GDP) /Ground Stop (GS)

Note:  See the Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, Sections 5.1.2.4.2, 5.1.3.2.1, 5.2.5, 5.2.4.2.3, 5.2.1.2, 5.2.5.3, 5.2.5.4, and 5.2.5.5 and Exhibits 5-12 and 5-13.  See the ETMS  Functional Description Sections 10, 12 and 13 for further processing and display information.

3.2.5.2.2 Inputs

Note: GS of 30 minutes or less is implemented as a local initiative and those that are longer are typically implemented nationally.  

3.2.5.2.2.1 The system shall receive substitution requests from the airlines/industry, which specify changes to the aircraft affected by the Ground Delay Program (GDP). 

3.2.5.2.2.2 The system shall receive AAR and ADR messages from eligible sources. 

3.2.5.2.3 Processing

3.2.5.2.3.1  The system shall provide control time messages to the NAS. 

3.2.5.2.3.2  The system shall maintain and update the current values of AARs and ADRs based on the input AAR or ADR values.

3.2.5.2.3.3 The system shall process a Ground Stop (GS) for a single group of flights or for all flights at a particular airport.

3.2.5.2.3.4 The system shall provide a historical mode capability to review how a GDP/GS program actually worked, or how demand and capacity were balanced during a user selected time period.

3.2.5.2.4 Outputs

3.2.5.2.4.1  The system shall send the GDP to the selected Traffic Managers and NAS users after execution request by the ATCSCC.

3.2.5.2.4.2  The system shall allow users to adjust monitor alert thresholds for critical airspace elements.
3.2.5.2.4.3  The system shall provide user-tailored reports on the carrier, flight ID, departure and destination airports, ETD, ETA, and the arrival slot time of  flights assigned under a GDP.  

3.2.5.2.4.4  The system shall send changed AARs and ADRs, as well as their default values, to all FSM users.

3.2.5.2.5 Congestion Management

Note: Reference Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, Sections 5.1.2.2, 5.1.2.3, and 5.1.2.4 and Exhibits 5-3 and 5-12.

3.2.5.2.6 Processing

3.2.5.2.6.1 The system shall allow users to create and name public, shared and private Flow Constrained Areas (FCAs)/Flow Evaluation Areas (FEAs).

3.2.5.2.6.2  The system shall allow users to show/hide, select, recall, and examine FCA/FEAs.

3.2.5.2.6.3  The system shall allow users to set FCA/FEA defaults.
3.2.5.2.6.4 The system shall identify flights predicted to go through FCAs/FEAs that are selected on the user workstation display.

3.2.5.2.6.5  The system shall allow users to save/recall routes for rerouting purposes.

3.2.5.2.6.6  The system shall allow users to exclude individual flights predicted to go through the FCA/FEA.

Note:  This will allow the user to preview a flight list and deselect individual flights from the flight list prior to the list being sent out.

3.2.5.2.6.7  The system shall allow users to create reroutes based on flight information and FCAs/FEAs including single or multiple reroutes.

Note: This will allow for more than one playbook to be appended to a reroute.  Multiple reroutes will be allowed in the flight list.

3.2.5.2.6.8  The system shall provide rerouting options to the user using pre-coordinated alternative routes.
3.2.5.2.6.9  The system shall maintain a count of diverted flights.

3.2.5.2.6.10  The system shall update and propose flight intent amendment information for diverted flights.

3.2.5.2.6.11  The system shall process requests for priority release (special handling) of diverted flights.

3.2.5.2.7 Outputs

3.2.5.2.7.1  The system shall allow users to draw FCAs/FEAs on the user display.

3.2.5.2.7.2 The system shall allow users to share FCAs/FEAs with other users via an automated distribution to users through user selectable options.

3.2.5.2.7.3 The system shall provide information on the flights that are predicted to go through FCAs/FEAs via user selectable parameters.

3.2.6 Operational Maintenance

3.2.6.1 Online Support

3.2.6.1.1 Monitor and Control (M&C) 

3.2.6.1.1.1  The system shall provide the capability to monitor without the need for user intervention. 

Note:  Monitor refers to system hardware, software and interfaces checking such that when inefficiencies or thresholds are met, alerts and reports are provided for each event causing an alert occurs.

3.2.6.1.1.2  The system shall provide the capability to monitor data required to determine when an event has occurred. 

3.2.6.1.1.3  The system shall provide system configuration data upon user request. 

3.2.6.1.1.4  The system shall provide the capability to modify monitoring parameter thresholds upon user request. 

3.2.6.1.1.5  The system shall provide the capability to display and report the current system status. 

3.2.6.1.1.6  The system shall provide the capability to monitor the status of communications with external systems. 

3.2.6.1.1.7  The system shall provide the capability to monitor system parameters.

3.2.6.1.1.8  The system shall provide the capability to generate and suppress alarms.

3.2.6.1.2 Data Recording

3.2.6.1.2.1  The system shall record processed information, aeronautical data, flight data, interface data, and M&C events.
3.2.6.1.2.2  The following system data shall be selectable for recording and reporting: 
a. System inputs

b. System outputs

c. System events

d. System status and configuration data

e. Component status and configuration data

f. System and component performance

g. System and component resource utilization

h. System parameters

i. Security events
3.2.6.1.2.3  The system shall maintain an archive of recorded data. On-line access is required for 14 full days of archived data.  Offline access is required for 365 full days of archived data.
3.2.6.1.2.4  The system shall allow the user to select and extract data.

3.2.6.1.2.5  The system shall provide for off-line reduction and analysis of recorded data.

3.2.6.1.2.6  The system shall provide for periodic recording of selected data.

3.2.6.1.2.7  The system shall provide the capability to download recorded data to removable media.

3.2.6.1.3 Reports

3.2.6.1.3.1  The system shall produce schedule reports to the traffic manager or other user on a request/reply basis. 

3.2.6.1.3.2  The system shall provide alert reports that have modifiable parameters for time period and number of alerts.

3.2.6.1.3.3  The system shall provide user-defined reports. 

Note: These reports are based on data fields, unique attributes, and identifications, including information from other aviation facilities and sources.

3.2.6.2 Offline Support

3.2.6.2.1 Airspace Management Support (Adaptation)

Note:  See the Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, Sections 5.3.1.1.9, 5.3.2.1, 5.3.2.2, 6.4.9, and 7.5.1.3.

3.2.6.2.1.1  The system shall have access to validated and tested adaptation data. 

3.2.6.2.1.2  The system shall provide the capability to modify adaptation for TFM use in non-operational and operational modes. 

3.2.6.2.1.3  The system shall provide positive confirmation of changes to the airspace structure or design prior to activation.

3.2.6.2.1.4  The system shall maintain data that defines the attributes and performance characteristics of specific aircraft types. 

3.2.6.2.2 Playback 

3.2.6.2.2.1  The system shall playback recorded operational data. 

3.2.6.2.2.2  The system shall enable users to control the speed at which data is played back. 

3.2.6.2.3 Operational Support Tools

3.2.6.2.3.1  The system shall provide access to Data Reduction and Analysis (DR&A) tools and data from each specified workstation. 

3.2.6.2.4 Reports 

3.2.6.2.4.1  The system shall have the capability to generate request reports (printed or viewable) for the past or future twenty-four (24) hours for all flight data, upon user request, based on user selectable time periods. 

3.2.6.2.4.2 The system shall provide reports for analysis of aircraft movement, flight data, and manual inputs. 

3.2.6.2.4.3  The system shall provide alert reports that have modifiable parameters for time period and number of alerts.

3.2.6.2.4.4  The system shall provide user-defined reports. 

Note: These reports are based on data fields, unique attributes, and identifications, including information from other aviation facilities and sources.

3.2.6.2.5 Maintenance 

3.2.6.2.5.1  The system shall provide status information upon request. 

3.2.6.2.5.2  The system shall provide the capability for the local user to initiate diagnostics on local system resources. 

3.2.6.2.5.3  The system shall provide the capability for a remote user to initiate diagnostics on system resources.

3.2.6.2.5.4 The system shall provide the capability to initiate an automatic or manual system recovery.

3.2.7 Display System Requirements

3.2.7.1 Inputs

3.2.7.1.1 The system shall receive data and information for use in Display on workstations using interfaces from sources as specified in Table 1 and Section 3.3 Interface Requirements.

3.2.7.2 Processing

3.2.7.2.1 The system shall provide the capability to maintain, store and update user displays based on changes in information or based on user input and selections.
3.2.7.3 Outputs

3.2.7.3.1 The system shall display weather data as part of traffic and weather displays as selected by user input.
3.2.7.3.2 The system shall display information for weather (radar-determined precipitation data, jet stream, radar tops, and lightning) as selected by user input.

3.2.7.3.3 The system shall display static aeronautical data on maps along with dynamic data (e.g., flight data and weather) as selected by user input.
3.2.7.3.4 The system shall be able to display active and projected operational environment data as selected by user input.
3.2.7.3.5 The system shall be able to display textual, graphical or tabular general information as selected by user input.
3.2.7.3.6 The system shall be able to display static geographic data on map displays along with dynamic data (e.g., flight data and weather) as selected by user input.
3.2.7.3.7 The system shall display schedule information as text, graphs, tables, or reports for the traffic manager or other user on a request/reply basis. 

3.2.7.3.8 The system shall provide display updates to the FAA traffic manager or NAS user based on traffic flow and trajectory predictions or as selected by user input.

3.2.7.3.9 The system shall display traffic flow and volume information to other system users and external users or customers as selected by the user.

3.2.7.3.10 The system shall display information related to flight schedules, airborne delays, and ground delays to Traffic Management and NAS users as selected by the user.

3.2.7.3.11 The system shall display and distribute reroutes and other constraint information to Traffic Management and NAS users based on user selectable options.

3.2.7.4 Aircraft Situation Display to Industry (ASDI)

3.2.7.4.1 The system shall process NAS data collected from the ARTCCs, TRACONs, EARTS, and other facilities used for private industry. 

3.2.7.4.2 The system shall make the NAS data available to the authorized aviation community. 

3.2.7.4.3 The system shall ensure that the ASDI feed provides a flow of raw NAS messages.

3.2.7.4.4 The system shall be interoperable with ASDI client software that displays, monitors, and analyzes this data.

3.3 Interface Requirements

3.3.1 TFM External Interfaces

3.3.1.1 General

3.3.1.1.1  The system shall interface with automation systems in each of the other National Airspace System (NAS) domains, as well as Department of Defense, International and the Aviation community, as needed, to exchange data.

3.3.1.1.2  The system shall interface with external FAA maintenance processing capabilities present at deployment of the modernized TFM system.

3.3.1.2 Air Route Traffic Control Facilities

3.3.1.2.1 The system shall interface with the National Airspace System (NAS) Host Computer System (HCS) in accordance with Interface Control Document (ICD) NAS-MD-850.

3.3.1.2.2 The system shall exchange the following information with U.S. Air Route Traffic Control Facility automation systems:

Note:  The following message types are needed:

a. Flight Plan Information (FZ), 

b. Amendment Information (AF),

c. Departure Information (DZ),

d. Arrival Information (AZ), 

e. Update Information (UZ),

f. Cancellation (RZ),

g. Beacon Code Information (BZ),

h. Track Information (TZ),

i. Transmission Accepted (DA),

j. Transmission Rejected (DR),

k. Retransmit (DX),

l. Data Test (DT),

m. Test (TR),

n. Airspace Assignment (CZ),

o. Estimated Departure Clearance Time (CT),

p. ESP/ASP Metering Configuration Data (ME),

q. Metered Airport Data (MC),

r. ASP Metered Aircraft Data (MG),

s. ESP Metered Aircraft Data (MH),and

t. Delete Metering Data (MD).

3.3.1.2.3 During the transition from the ETMS to the Modernized TFM system, the system shall exchange information with the Host Computer System (HCS) through the Host Interface Device (HID) National Airspace System Local Area Network (HID/NAS LAN)/Host Air Traffic Management Data Distribution System (HADDS) interface in order to synchronize operational data and enable switchover between TFM and ETMS systems.

3.3.1.2.4 The system shall receive, parse, store and send information with the Host/ATM Data Distribution System (HADDS) in accordance with ARTCC Host Computer System/Air Traffic Management Applications (CP, HADDS, CTAS, ETMS, and DSP), NAS-IR-82170001, Rev M, September 2000, NAS-MD-315, Section 14, and NAS-MD-311, Section 15. 

3.3.1.2.5 The system shall exchange the following information with HADDS:

Note:  The following message types are needed:

a. Flight Plan Information (FH),

b. Flight Amendment Information (AH),

c. Converted Route Information (HX),

d. Cancellation Information (CL),

e. Departure Information (DH),

f. Aircraft Identification Amend Information (IH),

g. Hold Information (HH),

h. Progress Report Information (PH),

i. Flight Arrival Information (HV),

j. Flight intent Update Information (HU),

k. Expected Departure Time Information (ET),

l. Position Update Information (HP),

m. Track Information (TH),

n. Drop Track Information (RH),

o. Interim Altitude Information (LH),

p. Sector Assignment Status Information (SH),

q. Route Status Information (HR),

r. General Information (GH),

s. Interim Altitude Status Information (HE),

t. Hold Status Information (HO),

u. Estimated Departure Clearance Time Information (ID), and

v. Flow Control Advisory Information (IF).
Note:  This message list is similar in structure to the Host message list above, but since HADDS uses the Common Message Set (CMS) the Identifiers and names are slightly different.

3.3.1.2.6  The system shall interface with the Flight Data Processing 2000 (FDP-2000) System per ICD, Enhanced Traffic Management System-to-Flight Data Processing 2000 System (ETMS-to-FDP-2000) Interface Control Document (ICD) for Traffic Management Infrastructure (TFMI), October 2003.

3.3.1.2.7 The system shall exchange the following information with Flight Data Processing 2000 System (FDP-2000) systems:

Note:  The following message types are needed:

a. Flight Plan Information (FZ),

b. Amendment Message (AF),

c. Arrival Message (AZ),

d. Departure Message (DZ),

e. Boundary Crossing Message (UZ),

f. Beacon Code Assignment (BZ), and

g. Cancellation Message (RZ).

3.3.1.2.8 The system shall interface with the Micro En Route Automated Radar Tracking System (Micro-EARTS) per ICD, Enhanced Traffic Management System-to-Micro-En Route Automated Radar Tracking System (ETMS-to-MEART) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.2.9The system shall exchange the following information with the Microcomputer En route Automated Radar Tracking System (Micro-EARTS):

Note:  The following message types are needed:

a. Track Information (TZ),

b. Data Test (DT), and

c. Test (TR).

3.3.1.2.10 The system shall receive and parse NAS user, airline or industry schedule  substitution or cancellation information as specified in ICD NAS-MD-315, Section 6, and NAS-MD-311.

3.3.1.3 Terminal Radar Approach Control Facilities (TRACONs) and Towers

3.3.1.3.1 The system shall interface with the Automated Radar Terminal System IIIE (ARTS IIIE) in accordance with ICD ATC-61015.

3.3.1.3.2 The system shall exchange the following information with the Automated Radar Terminal System IIIE (ARTS IIIE) system:

Note:  The following message types are needed:

a. Track Information (TZ),

b. Transmission Accepted (DA),

c. Transmission Rejected (DR),

d. Data Test (DT), and

e. Test (TR).
3.3.1.3.3 The system shall interface with the Standard Terminal Automation Replacement System (STARS) in accordance with ICD NAS-IC21052100.

3.3.1.3.4  The system shall exchange the following information with the Standard Terminal Automation Replacement System (STARS):

Note:  The following message types are needed:

a. Track Information (TZ,)

b. Transmission Accepted (DA,)

c. Transmission Rejected (DR),

d. Data Test (DT), and

e. Test (TR).
3.3.1.3.1  The system shall interface with the Next Generation Runway Visual Range System (NGRVR) in accordance with ICD Preliminary Next Generation Runway Visual Range-to-ETMS (NGRVR-ETM) ICD for TFMI.

3.3.1.4 Oceanic Facilities

3.3.1.4.1 The system shall interface with the Oceanic Display and Planning System (ODAPS) in accordance with ICD NAS-MD-4309.

Note:  The types of information needed are message types such as:

a. Track/Flight Data Block,

b. Beacon Code Information,

c. Flight Plan Information, 

d. Departure Message, 

e. Cancellation, 

f. Arrival Message,

g. Flight Plan Amendment,

h. Update Information, 

i. Transmission Accepted, 

j. Transmission Rejected, 

k. Retransmit, 

l. Data Test, and 

m. Test.

3.3.1.4.2 The system shall interface with the Advanced Technologies and Oceanic Procedures (ATOP) system for Oceanic Messages per ICD NAS-IC-82370001-05 (9/20/02).

3.3.1.4.3 The system shall interface with the Dynamic Ocean Tracking System (DOTS) system for Oceanic Messages per ICD TBD.

3.3.1.5 Non-US ATC Facilities

3.3.1.5.1 The system shall interface with the International Data Provider sites in accordance with ICD ICAO Annex 11.

3.3.1.5.2  The system shall exchange the following information with the International Data Providers such as Canada, London and Mexico in accordance with the ETMS to International Data Provider (IDP) ICD, Enhanced Traffic Management System-to-International Data Provider (ETMS-to-IDP) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003. 

Note:  The following message types are needed:

a. Flight Plan (FPL/CPL/RPL),

b. Flight Plan Modification (CHG),

c. Departure (DEP),

d. Arrival (ARR),

e. Track Position, 

f. Cancel (CNL),

g. Clearance (CLR), and

h. Delay (DLY).

3.3.1.5.3  The system shall receive, parse, store and send ICAO Current Flight Plan (CPL), in accordance with NAS-MD-315, Section 12.2, NAS-MD-311, Section 13.1.1, and NAM ICD, Part II Section 3.2.1 with adapted non-U.S. automated ATC facilities

3.3.1.6 Airspace User Interfaces

3.3.1.6.1 The system shall exchange information with specified airline operations centers in accordance with NAS-MD-315, Section 6, and NAS-MD-311.
3.3.1.6.2 The system shall receive flight data from military operations centers in accordance with NAS-MD-315 Section 6, and NAS-MD-311.
3.3.1.6.3 The system shall receive flight data from general aviation sources in accordance with NAS-MD-315, Section 6, and NAS-MD-311.

3.3.1.6.4 The system shall receive and parse information provided by NAS users (industry, airlines and CDM participants) from Aeronautical Radio Inc. (ARINC) in accordance with ICD C47-0207-12090500-BP.

3.3.1.6.5 The system shall receive and parse Official Airline Guide (OAG) schedule information as specified in ICD, Enhanced Traffic Management System-to-Official Airline Guide (ETMS-to-OAG) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.6.6  The system shall receive and parse information provided by the Collaborative Decision Making (CDM) Network in accordance with the CDM Message Protocol.

3.3.1.7 Weather Services

3.3.1.7.1 The system shall interface with the Weather Services International (WSI) weather feed in accordance with ICD, Enhanced Traffic Management System-to-Weather Services International (ETMS-to-WSI) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.7.2 The system shall receive Weather (WX) messages, in accordance with NAS-MD-311, Section 8.1

3.3.1.8 Military and Government Agencies

3.3.1.8.1  The system shall interface with NORAD in accordance with ICD, Enhanced Traffic Management System-to-North American Aerospace Defense Commend (ETMS-to-NORAD) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.9 Other External Systems

3.3.1.9.1 The system shall receive ARINC oceanic position messages translated by Oceanic Message Processor (OMP) through the ARINC interface per ICD C47-0207-12090500-BP (July 17, 2002). 

3.3.1.9.2 The system shall interface with the National Data Interchange Network (NADIN) network to send and receive NADIN messages per ICD, Enhanced Traffic Management System-to-National Airspace Data Interchange System (ETMS-to-NADIN) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.9.3  The system shall interface with ASDI in accordance with ICD ASDI-FD-001 v5.1 (Dec. 2002). 

3.3.1.9.4 The system shall interface with the digital Coded Time Source in accordance with ICD NAS-IR-92020000F.

See the Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, 2002, Exhibit 4-5.

3.3.1.10 Aeronautical and Geographic Data Systems

3.3.1.10.1 The system shall interface with the Adaptation Controlled Environment Subsystem (ACES) per ICD, Enhanced Traffic Management System-to-Adaptation Controlled Environment System (ETMS-to-ACES) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.10.2 The system shall interface with the National Aeronautical Charting Organization (NACO) per ICD, Enhanced Traffic Management System-to-National Aeronautical Charting Organization (ETMS-to-NACO) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.10.3 The system shall interface with the National Airspace System Resources (NASR) system per ICD, Enhanced Traffic Management System-to-National Airspace System Resources (ETMS-to-NASR) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.10.4 The system shall interface with the Digital Aeronautical Flight Information File (DAFIF) system per ICD, Enhanced Traffic Management System-to-Digital Aeronautical Flight Information File (ETMS-to-DAFIF) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.10.5 The system shall interface with NAVCANADA per ICD, Enhanced Traffic Management System-to-NAVCANADA (ETMS-to-NAVCANADA) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.11 TFM Related Systems

3.3.1.11.1 The system shall interface with Flight Schedule Monitor (FSM) per ICD, Enhanced Traffic Management System-to-Flight Schedule Monitor (ETMS-to-FSM) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.11.2 The system shall interface with the Post Operations Evaluation Tool (POET) per ICD,  Enhanced Traffic Management System-to-Post Operational Evaluation Tool (ETMS-to-POET) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003.

3.3.1.11.3 The system shall interface with the National Traffic Management Log (NTML) per ICD, Enhanced Traffic Management System-to-National Traffic Management Log (ETMS-to-NTML) Interface Control Document (ICD) for Traffic Flow Management Infrastructure (TFMI), October 2003..

3.4 Performance Requirements

Product Characteristics and Performance Requirements

This section specifies the response time, resource utilization, reliability, maintainability, and availability requirements for the operational system. The operational system includes all hardware and software resources supporting ATC services plus any additional hardware and software within the system boundary supporting systems operations. All requirements in this section apply to the operational TFM systems at all facilities. These requirements do not apply to other support systems. 

3.4.1 System Performance

3.4.1.1  The system shall maintain the accuracy of data received from external sources.

3.4.1.2  The system shall provide a capacity and response measurement tool.

3.4.1.3  The system shall allow performance checks without impact on operational service.

3.4.1.4  The system shall perform flight trajectory modeling and processing services required to create and maintain the currency and accuracy of the displayed position.

Note:  The desire is to have currency and accuracy of data in display processing, decision support processing (e.g. trajectory modeling), geographic and aeronautical data processing and flight data processing.

3.4.1.5 The system shall provide processing and memory capacity such that with full operating capability a fifty (50) percent or greater reserve capacity is available at completion of Key Site Acceptance Test.

3.4.2 Reliability, Maintainability, and Availability

3.4.2.1 The system shall meet or exceed the Reliability, Maintainability, and Availability (RMA) requirements for essential services in accordance with NAS SR-1000, NAS System Requirements Specification. 
3.4.2.2 All newly developed equipment (if any) shall meet the design and maintainability requirements of MIL-STD-1472 unless otherwise specified. 

3.4.3 Response Times

3.4.3.1  The system shall update information on flights and provide it to the users to view within 10 seconds of its entry into the system.

3.4.3.2 The system shall process externally provided data and distribute updates back to the users within one (1) minute of receipt. 

Note:  This requirement applies to data received automatically from external sources or by user input.

3.4.3.3  The system shall send changes to the NAS host for flight intent updates within one (1) minute of receipt of the data.

3.4.3.4  The system shall provide maximum response times that are less than or equal to those given in the HFDS, Section 8.
3.4.3.5   The system shall provide a maximum 10-second response for any user requested item.

3.5 Design and Construction

3.5.1 Accessibility

3.5.1.1 All system equipment shall meet the accessibility requirements of FAA-G-2100, paragraph 3.1.1.1 and 3.1.2.4.
3.5.1.2  The accessibility requirements of FAA-G-2100 paragraph 3.3.3.4 shall be satisfied by all newly developed equipment.

3.5.1.3 The design of the equipment and equipment racks shall provide front or rear access or both, as needed to support maintenance or repair activities. 
3.5.1.4 All system equipment shall be maintainable by a work force with anthropometric and bio-mechanic characteristics in accordance with Human Factors Design Standard (HFDS), Section 14, Anthropometry and biomechanics, published by the FAA William J. Hughes Technical Center, as amended. 
3.5.1.5 No removable component shall weigh more than the maximum limits allowed for objects lifted by one person using both hands as indicated in Exhibit 6.2.2.1 titled Maximum weight limits for objects lifted by one person using both hands; data are for a male or female of the HFDS, unless mechanical devices are provided for all necessary handling (e.g., carts, handles, etc.). 

3.5.1.6 Where mismating of connectors could cause physical or electrical damage, positive means shall be provided to prevent the inadvertent reversing or mismating of fittings, couplings, mechanical linkage, instrument leads, or electrical connections. 
3.5.1.7 Handles or suitable grasping mechanisms shall be provided for equipment units that require lifting, removal, carrying or handling in accordance with the HFDS, Section 6, Handles. 
3.5.1.8 The Uniform Federal Accessibility Standard (UFAS) FED-STD-795 shall apply to the design of system workstations and facilities. 

3.5.1.9 The Accessibility Standards as from Section 508 of the Rehabilitation Act of 1973, found at http://www.access-board.gov/news/508-final.htm and http://fast.faa.gov/procurement_guide/html/3-2-2.htm#5 shall apply to the design of system workstations and facilities. 

3.5.1.10 29USC 794D, The Rehabilitation Act Amendments (Section 508) shall apply to the design of system workstations and facilities. 

3.5.2 Space Allocation

3.5.2.1 The system equipment, not including peripheral support components, shall be configured such that the equipment fits into the TMU.

3.5.2.2 The layout of the system equipment shall consider the equipment access and safety dimensions in accordance with NFPA 70.

3.5.3 Structural and Seismic Stability

3.5.3.1  All equipment and equipment enclosures shall be designed and installed in accordance with FAA G-2100, paragraphs 3.2.1.1 and 3.3.5.
3.5.4 Energy Conservation

3.5.4.1  The system shall meet the energy conservation requirements of the National Energy Conservation Policy Act through compliance with Executive Order 12902, Energy Efficiency and Water Conservation At Federal Facilities, The Energy Policy Act of 1992. 
Acoustic Noise
3.5.4.2  The aggregate noise level for the system equipment procured for use in operational areas, measured at a distance not greater than three (3) feet, shall be less than or equal to 55dbA and in accordance with 29 CFR 1910.95 and FAA-G-2100, paragraph 3.3.6.1.

3.5.4.3  The aggregate noise level for the system equipment procured for use in equipment areas, measured at a distance not greater than three (3) feet, shall be less than or equal to 65dbA and in accordance with 29 CFR 1910.95 and FAA-G-2100, paragraph 3.3.6.1. 

Environment General

3.5.4.4  The environmental limits specified in this section are for the steady state and shall apply to both forced air and ambient air cooled systems. 

Operating Environment 

3.5.4.5 For any method chosen for equipment cooling, the system shall meet all specified system requirements when the equipment is operated under any combination of the environmental limits specified below. 

3.5.4.6  Equipment that requires forced air cooling shall operate using under-floor, positive-pressure at a nominal 0.02-0.05 inches of water. 

3.5.4.7 The system shall continuously operate, while maintaining Reliability and Maintainability requirements, over the range of +16 degrees Celsius to + 29.4 degrees Celsius ambient temperature. 

3.5.4.8 All system equipment shall continuously operate, while maintaining Reliability and Maintainability requirements, over the range of 20 percent to 80 percent relative ambient humidity. 
3.5.4.9 The system shall continuously operate, while maintaining Reliability and Maintainability requirements, over the altitude range of 0 to 7000 feet above mean sea level. 
Non-Operating Environment 

3.5.4.10 System equipment exposed to any combination of the conditions specified below for a period of 96 hours or less with power off and in the absence of an operational environment shall support operation without degraded performance immediately after application of power and return of the environment to the operations:

       3.5.4.10.1  Temperature range of +10 degrees Celsius to +43 degrees Celsius, and

3.5.4.10.2   Relative humidity range of 20 percent to 80 percent. 
3.5.5 Heating, Ventilation, Air Conditioning

3.5.5.1 Each cabinet requiring forced air ventilation shall contain its own blower system. 

3.5.5.2 Each cabinet requiring forced air ventilation shall require no external ducts. 

3.5.5.3 The equipment shall operate continuously without malfunctioning for up to eight (8) consecutive hours with the access doors open, cover plates removed and drawers extended for servicing. 

3.5.5.4 Cooling supply air shall be either from under the raised floor through openings located in the bottom of the cabinet or from the ambient through openings or baffles located at floor level by removal of cover plates. 

3.5.5.5  Supply air openings in equipment cabinets shall be provided with air filters. 

3.5.5.6  Exhaust shall be through openings located at the top of the equipment cabinets. 

3.5.5.7  Cabinets shall be designed so that equipment exhaust presents no safety hazards to personnel in accordance with MIL-HDBK-454A, Guideline 1. 
3.5.6 Grounding, Bonding, Shielding, and Lightning Protection

3.5.6.1 The system shall meet all necessary lightning protection, grounding, bonding, and shielding (LPGBS) characteristics in the following documents.

3.5.6.2 The system shall meet all necessary FAA-STD-019D, Lightning Protection, Grounding, Bonding, and Shielding for Facilities

3.5.6.3 The system shall meet all necessary FAA-STD-020B, Transient Protection, Grounding, Bonding, and Shielding Requirements for Equipment.

Note: The government will furnish the multi-point ground system at all sites and the AC power ground at all sites.

3.5.6.4  The system grounding shall be in accordance with Section 3.80F FAA-STD-020B. 

3.5.6.5  The system shall be designed to avoid ground loops and shared impedance-coupling paths. 

3.5.6.6 A common ground derived from the AC power source shall be used for all AC power in the system. 

3.5.6.7 All surfaces of front panels, chassis, frames and cabinets shall have a common ground potential. 

3.5.7 Cables

3.5.7.1  Cabinet and frame pre-wiring shall be complete even though the number of cabinets or frames used to satisfy the capacity requirements specified at each site may not include a full complement of equipment or modules. 

3.5.7.2  Cables and cable routing systems shall comply with the NFPA 70, FAA-C-1217F, U.S. DOT FAA Specification Electrical Work, Interior and applicable IEEE/ANSI standards. 

3.5.7.3 Cabinet/frame cabling and wiring shall comply with FAA-G-2100, paragraph 3.3.1.3.10, the NFPA 70 and FAA-C-1217F. 

3.5.7.4  Cable access shall be through the bottom of the cabinet or frame via the raised floor plenum. 

Note: Where cable length is considered a critical factor in circuit performance, interconnecting cables may be placed at least six inches above the top of the raised floor, through side walls of adjacent cabinets or frames, as long as expandability is not compromised. 

3.5.7.5 System equipment, frames, cabinets, enclosures and transition racks shall contain mechanical provisions for cable strain relief in compliance with FAA-G-2100, paragraphs 3.3.1.2 and 3.3.1.3. 

3.5.7.6 All cabinet/frame cabling shall permit accessibility to equipment for test, maintenance and replacement. 

3.5.8 Hazardous Materials

Laboratory Certification 

3.5.8.1 All COTS and developed equipment shall meet the requirements of, or be listed by, a testing laboratory recognized by OSHA. 
3.5.9 Power Systems and Commercial Power

Facility Power

3.5.9.1 The system shall use facility power compliant with an essential system..
Load Balancing 
3.5.9.2  Load balance shall be achieved during equipment installation in accordance with FAA-G-2100, paragraph 3.1.1.4. 
3.5.9.3  System loads shall be distributed among the government designated power panels to achieve load balance and power redundancy, as approved by the government. 
Power Quality

3.5.9.4  The system’s limits for Inrush Current, for over current and duration, shall comply with FAA-G-2100, paragraph 3.1.1.3.2, and Figure 2, Inrush Current Limit Ratios, for loads greater than 40A and equal to or less than 80A. 

3.5.9.5  The limits for system loads with power requirements of 40A or less shall comply with the values shown in FAA-G-2100, paragraph 3.1.1.3.2, and Figure(2, Inrush Current Limit Ratios. 
3.5.9.6  The power voltage tolerances for developed and commercial equipment shall be in accordance with FAA-G-2100, paragraph 3.1.1.7.
3.5.9.7  The power factor for COTS and developed equipment shall be .6 lag to .7 lead in accordance with FAA-G-2100, paragraph 3.1.1.3.1.
3.5.9.8  All equipment including the aggregate of multiple hardware items combined on a single power circuit shall not exceed the limits listed in FAA-G-2100, paragraph 3.1.1.5, and Table I, Limits of Individual Harmonics, as measured at the input side of the power panel.

3.5.9.9 For developed hardware, electrical overload protection shall be in accordance with FAA-G-2100, paragraph 3.1.1.6.
Power Switches/Breakers

3.5.9.10  All power switches/breakers shall meet the requirements of the NFPA 70 and UL-1950.

3.5.9.11  Switches/breakers shall be listed by an OSHA approved testing laboratory. 

Rack Power

3.5.9.12  All COTS and developed equipment shall be designed to operate on 120/208V AC, 60 Hz, and single-phase 3-wire or 3-phase 4-wire power. 

3.5.9.13 All rack assembly equipment shall operate from two separate 208V, 60 Hz power sources when redundant hardware devices are contained in the rack or one 208V, 60Hz power source when non-redundant hardware devices are contained in the rack. 
3.5.9.14 All critical power receptacles shall be twist locks that are compliant with National Electrical Manufacturers Association (NEMA) Standards Publication No. WD.6. 
3.5.9.15  The critical power receptacles for the equipment racks shall be located below the raised floor and in close proximity to the racks they serve. 
3.5.9.16  All receptacles and power cords shall be in accordance with FAA-G-2100, paragraph 3.1.1.1.

3.5.9.17  AC convenience outlets, separate from the equipment critical power source, shall be provided for all cabinets and frames in accordance with FAA-G-2100 paragraph 3.1.1.1.1f. 

3.5.9.18  System equipment and critical power cable connectors shall be mechanically retained in place. 
3.5.10 Telecommunications

Electromagnetic Interference (EMI) 

General 

3.5.10.1  All commercial equipment shall meet the requirements of Federal Communications Commission (FCC) Class A, (47 CFR Part 15) or better. 
3.5.10.2  All developed hardware shall meet the requirements specified in FAA-G-2100, paragraph 3.3.2 and MIL-STD-461E paragraph 5.3, as they relate to hardware emissions and susceptibility.
3.5.10.3  All AC power cables and wiring within the system shall be shielded from the data circuits. 
EMI Emissions
3.5.10.4  The system, whether standalone or in racks, whether commercial or developed, shall not degrade other NAS equipment. 
3.5.10.5  All developed equipment shall meet the radiated emission limits of MIL-STD-461E, paragraph 5.3. 

3.5.10.5.1  Any NAS equipment modified by the addition of COTS that meets the requirements of FCC Class A, (47 CFR Part 15) shall be deemed as meeting the radiated emission limits of MIL-STD-461E, paragraph 5.3. 

EMI Susceptibility 

3.5.10.6 The system, whether standalone or in racks, whether commercial or developed, shall not be degraded by other NAS equipment. 
3.5.10.7 All developed equipment shall meet the conducted susceptibility requirements of MIL-STD-461E, paragraph 5.3.
3.5.11 Special Considerations

Equipment Workmanship 
3.5.11.1  The system shall meet the workmanship standards of MIL-HDBK-454A, Guideline 9.

Note:  A contractor workmanship standard deemed acceptable by the government may be substituted for MIL-HDBK-454A, Guideline 9. 
3.5.11.2 The use of soft wires on production-level printed circuit boards shall be prohibited without prior approval by the government. 
Finish and Color 
3.5.11.3  Newly designed equipment shall be finished in accordance with the requirements of FAA-STD-001B except that colors different from those specified in FAA-STD-001B may be used when the alternate colors are approved in writing by the government. 
3.5.11.4  Exposed surfaces shall be finished to resist wear and scuffing. 
3.5.11.5  Equipment surface textures shall be easily cleaned. 
3.5.11.6  All surfaces shall be free of rough, ragged, or sharp protrusions. 
Cabinet and Frame Design Construction

3.5.11.7  The maximum dimensions of the room cabinets and frames shall be: height of 79 inches (2.01 meters) above the raised floor; width of 49.5 inches (1.26 meters); depth of 37.125 inches (0.94 meters). 

3.5.11.8  The loading conditions of each fully equipped cabinet and frame shall not exceed 125 pounds per square foot. 

3.5.11.9  The structural strength and rigidity of the cabinets and frames shall be such that normal handling in loading, shipping, unloading and setting into position during installation will not result in any damage to the equipment housed within the cabinet. 

3.5.11.10  No deformation to the cabinets or frames shall occur as the result of removal or interchanging of equipment or modules. 

3.5.11.11  Cabinets or frames shall meet structural strength and rigidity requirements without contributory affects of access doors. 

Labeling

3.5.11.12 All cable connectors furnished on the equipment for making external connections shall be clearly identified on the plug-in side by word labels descriptive of their specific function and by the proper reference designation in accordance with FAA-G-2100, paragraph 3.3.1.3. 

3.5.11.13  If labels are used as the positive means to prevent the inadvertent reversing or mismating of fittings, couplings, mechanical linkage, instrument leads, or electrical connections, adjacent connections shall be of different colors and approved by the government. 
3.5.11.14 Equipment labeling and redundant subsystem hardware configurations shall meet the requirements of the HFDS, Section 6.2.5, Labeling and Marking. 

Note: Individual components such as switches have vendor markings but when multiple switches are assembled together in a chassis or rack, additional identification labels are needed for maintenance tasks. Specific labeling is needed to identify series number and/or redundant subsystem label.

3.5.11.15 Safety labeling shall meet the requirements of the HFDS, Section 12.16, Safety Labels and Placards. 

3.6 Human System Integration

3.6.1 Human Factors Engineering   (HFE)

3.6.1.1 Human Factors Interaction 

3.6.1.1.1
 The system shall provide a consistent, common Computer Human Interface (CHI).

3.6.1.1.2
 Display symbols, icons, graphics, alphanumeric format, fonts, color usage, and other characteristics shall be consistent across all displays.

3.6.1.1.3
 The common CHI shall be maintained across future equipment configurations, functionality, improvements, and capability enhancements.

3.6.1.1.4
 The system shall be designed in accordance with the HFDS, Section 5.2.17 Human error resistance and error tolerance, and Section 8.17.11.2.7 Content of Error Messages.

3.6.1.2 Commands and Computer Human Interface (CHI) Design 

3.6.1.2.1  If menus are used, a system-level menu or menu bar shall always be accessible to the user.

3.6.1.2.2  When menu selection is used in conjunction with command language interaction, wording of menu options shall be consistent with the command language.

3.6.1.2.3  Menu selections of different types shall be distinguishable.

Note:  For example, menu options that lead to screens requiring additional information could include an ellipsis (…) following the menu option test. Menu options that lead to a cascading menu could include an arrow or pointer following the menu option test.

3.6.1.2.4  Menu options shall be ordered and grouped logically, based on task sequence or frequency of use.  

3.6.1.2.5  Menu options for opposing actions (e.g., delete and save) shall be separated by at least one intervening menu option.

3.6.1.3 Command Line Interface

3.6.1.3.1  The system shall include a reduced syntax and implied command set for critical and frequently used operational or support commands.

3.6.1.3.2  The number of actions (e.g., keystrokes or menu selections) required to execute any operational, maintenance, or support command shall be based on the command’s criticality and frequency of use.

3.6.1.4 Graphical User Interface Commands

3.6.1.4.1  For graphical user interfaces, design of system commands and access methods shall comply with the Open Software Foundation (OSF) Motif Style Guide version 2.1 or higher, and the HFDS, Section 8  Human-Computer Interfaces.

3.6.1.4.2  The system shall provide a method of data input that allows the operator to complete a command from a single input source.

3.6.1.5 User Input and Commands

3.6.1.5.1  The system shall allow the user to edit and cancel a command during composition.

3.6.1.5.2  The system shall minimize data entry and require the users to enter data only once to complete a given function.

3.6.1.5.3  The system shall provide a response to commands with the command results or an indication of command execution status.

Note: The system will receive and display system responses and notifications, while response to an user previous request is pending.

3.6.1.5.4 The system shall provide error messages in plain language that identify the error and its effect, and suggest corrective action.

3.6.1.6 Workstation Data Displays

3.6.1.6.1
 User-selected objects in a display shall be highlighted (e.g., by dwell emphasis or other similar coding).

3.6.1.6.2
 A title shall be displayed at the top of every screen that is separate and distinguishable from the body of the screen and that describes briefly the contents or purpose of the screen.

3.6.1.6.3 Screen layouts, menus, icons, and transaction sequences shall be logically arranged to support user task performance.

3.6.1.6.4
 The display of critical information shall not be blocked, overlaid, obstructed, or disappear from the screen without a positive action by the user.

3.6.1.6.5 The system shall maintain display preference information.

3.6.1.7 Display Characteristics

3.6.1.7.1 The usable area of the monitor screen (the area meeting all specified requirements of the viewing surface) shall be sufficient in size to have inscribed within it a rectangle (square corners) no less than 160.0 square inches in area.

3.6.1.7.2 The resolution shall be a minimum of 1280x1024 pixels.

3.6.1.7.3 Screen brightness and contrast ratio shall be controllable features of the monitor.

3.6.1.7.4 If a flat monitor is used, the flat monitor shall have a contrast ratio equal to or greater than100:1 when viewed perpendicular to the center of the monitor image.

3.6.1.7.5 If a flat monitor is used, the flat monitor shall have a minimum viewing angle of 160 degrees horizontally and vertically, where the viewing angle is defined as the angle over which the contrast ratio is equal to or greater than 10:1.

3.6.1.7.6 Each monitor shall have, as a minimum, 256 intensity levels for each of its primary colors.

3.6.1.7.7 Font size shall be large enough so displays are readable from the position from which they will normally be used.

3.6.1.8 Information Coding

Note:  This section describes coding schemes used for notifications.

3.6.1.8.1 Audio Signal Coding

Note:   The following requirements describe audio warning signals.

3.6.1.8.1.1 Audio warning signals shall be discrete and distinguishable from each other if used, and shall be operator selectable.

3.6.1.8.1.2 Redundant visual coding shall be used with audio alarms.

3.6.1.8.1.3 The frequency range of audible alarms shall be between 500 and 3000 Hz.

3.6.1.8.2 Color Coding

3.6.1.8.2.1 Color coding shall follow the accepted conventions of green (good, operational), red (error, failure, stop), and yellow (caution, degraded) and be consistent throughout the system.

3.6.1.8.2.2 Coding, including color, and highlighting shall be used to emphasize flight data where appropriate.

3.6.1.8.2.3  The system shall be capable of providing, at a minimum, the following types of coding (discrimination) for display data:

· Color coding

· Brightness coding

· Reverse video

· Box coding

· Line width coding

3.6.1.9 Notifications

3.6.1.9.1 Input Feedback

3.6.1.9.1.1 The system shall display an error message in response to user commands that fail checks of format, logic, and validity.

3.6.1.9.1.1.1  The system shall display response/feedback notifications on the same workstation that was used to create the input.

3.6.1.9.1.2 The system shall display a warning message before executing potentially destructive or disruptive actions.

3.6.1.9.1.3 The system shall require an acknowledgment of the warning message before executing a potentially destructive or disruptive action.  Immediately pressing the “Enter” key shall not be used for acknowledgment of the warning message.

3.6.1.9.1.4 When the system does not recognize an element of a command entry, the system shall prompt the user to correct that element rather than require reentry of the entire command.

3.6.1.9.1.5 The system shall provide an indication when automation functions are enabled or disabled.

3.6.1.10 Event Notifications

Note:  Event notifications include alerts, alarms, and informational messages.  Alerts are reported for critical and non-critical system events.  Alarms are reported for critical system events.  Informational messages are reported for return-to-normal and non-essential events.
3.6.1.10.1 General

3.6.1.10.1.1 The system shall report an event when a specified parameter exceeds a threshold.

3.6.1.10.1.2 The system shall sum repeated event occurrences and report a single event to avoid event report flooding.

3.6.1.10.1.3 The system shall notify a user of a return-to-normal event when a specified parameter falls below the event-reporting threshold by a specified hysteresis margin.

3.6.1.10.1.4  Thresholds for specified parameters shall be adaptable within defined ranges.

3.6.1.10.1.5  The system shall filter parameters for event-reporting on user request.

3.6.1.10.1.6  The system shall provide status information concerning alerts and other information needed to provide effective traffic flow management services.

3.6.1.10.2 Alerts

3.6.1.10.2.1  The system shall display an alert for specified non-critical events.

3.6.1.10.2.2  The system shall display an informational message for a state change.

3.6.1.10.2.3  The system shall provide the status of alert and alarm filtering on request.

3.6.1.10.2.4  Alerts shall be visually distinguishable from other text.

3.6.1.10.3 Alarms

3.6.1.10.3.1  The system may incorporate audible alarms as a secondary means of alerting.

3.6.1.10.3.2 An “on/off” hardware mechanism shall be provided at all workstations to allow audible alarms, if available, to be activated and deactivated.

3.6.1.10.3.3  The system shall suppress audible alarms, if available, for specified critical events on a device basis, on user request.

3.6.1.11 Task Aids

3.6.1.11.1 The system shall provide and display an on-line HELP function.

3.6.2 Employee Safety and Health Requirements

3.6.2.1 The system shall comply with Occupational Safety and Health Administration (OSHA) safety requirements defined in FAA-G-2100, paragraph 3.3.5, and the personnel safety requirements of 29 CFR 1910, Occupational Safety and Health Standards and the National Fire Protection Association Standard 70 (NFPA 70), National Electrical Code.
3.6.2.2 The system shall comply with radiation health hazard and protection requirements as defined in American National Standard Institute (ANSI)/Institute of Electrical and Electronic Engineers (IEEE) C95.1.

3.6.2.3 The system shall be free of asbestos, polychlorinated biphenyls (PCBs), lead, and class one ozone-depleting substances. 

3.6.2.4 The system shall minimize the production of hazardous waste as defined in FAA-G-2100, paragraph 3.3.5.6.

3.6.2.5  The system shall limit personnel exposure to hazardous materials to levels permitted by 29 CFR 1910, Subpart Z.

3.7 TFM Security

See the Functional Audit of Existing Traffic Flow Management (TFM) Infrastructure, 2002, Section 7.3

3.7.1 The system shall be capable of identifying system users (e.g., humans, devices and processes).

3.7.2 The system shall be capable of authenticating system users (e.g., humans, devices and processes).

3.7.3 The system shall display the standard FAA “Logon Warning Banner” at logon.

3.7.4 The system shall be capable of assigning a unique identifier to each authenticated user. 

3.7.5 The system shall be capable of assigning a unique identifier to each subsystem process, including those not running on behalf of a human user.

3.7.6 The system shall be capable of managing and protecting security data and mechanisms.

3.7.7 The system shall be capable of enabling access authorization management;  i.e., the initialization, assignment, and modification of access rights (e.g. read,  write, execute) to data objects with respect to (1) active entity name or group membership; and (2) such constraints as time-of-day and port-of-entry.

3.7.8 The system shall be capable of auditing in support of individual accountability and detection of and response to security breach.

3.7.9 The system shall provide mechanisms for detecting security breaches, designated  “Security Relevant Events.”

3.7.10 The system shall protect audit logs against deletion and modification.

3.7.11 The system shall be capable of detecting and removing malicious code and data (e.g., viruses, and worms) upon request.

3.7.12 The system shall automatically suspend user accounts after an adaptable number of failed logon attempts.

3.7.13 The system shall automatically force a user logoff after an adaptable number of minutes of inactivity and send an alert message to the administrator.

3.7.14 The system shall be capable of performing a secure self test.

3.7.15 The system shall system shall support a secure key management capability for system functions that require cryptographic support.

3.7.16 The system shall protect system software code against unauthorized deletion and modification.

3.8 TFM Safety

3.8.1 TFM-M safety management shall be in accordance with FAA Order 8040.4, Safety Risk Management.

3.8.2 TFM-M safety risk assessment shall be in accordance with FAA Order 8040.4, Safety Risk Management.

3.8.3 The system shall comply with Executive Order 12196, Occupational Safety and Health Program for Federal Employees.

Note:  This Order establishes and maintains occupational safety and health programs to meet requirements of PL 91-596, Section 19, Occupational Safety and Health Act.
3.8.4 The system shall comply with Title 29 CFR 1960, Safety and Health Provisions for Federal Employees.

3.8.5 The system shall comply with FAA Order 3900.19, Occupational Safety and Health Program.

Note:  This Order states policy and provides the basic guidance for implementing the FAA Occupational Safety Program in full conformance with Executive Order 12196.  In Chapter 3 paragraph 27 it addresses the correction of unsafe conditions and practices (abatement) and establishes the requirement for an abatement plan in the event that corrections cannot be accomplished within 30 working days.
4 Verification

4.1 Qualification Provisions

4.2 Methods of Verification
4.2.1 General

This section defines a set of qualification methods for requirements in this SSD. 

4.2.2 Requirement Verification by Demonstration

4.2.2.1  Verification shall be accomplished by operation, adjustment or reconfiguration of items performing their design functions under specific scenarios. The items may be instrumented and quantitative limits of performance monitored and recorded. 

4.2.3 Requirement Verification by Test

4.2.3.1  Verification shall be accomplished through systematic exercising of the application item under appropriate conditions, with or without instrumentation, and the collection, analysis, and evaluation of quantitative data. 

4.2.4 Requirement Verification by Analysis

4.2.4.1  Verification shall be accomplished by technical, mathematical evaluation, mathematical models or simulation, algorithms, charts or circuit diagrams, walkthroughs and representative data. 

4.2.5 Requirement Verification by Inspection

4.2.5.1  Verification shall be accomplished by a visual examination of the item, reviewing descriptive documentation, and comparing the appropriate characteristics with predetermined standards to determine conformance to requirements without the use of laboratory equipment or procedures. 

4.3 Requirements for Performance Tests

4.3.1 Success/Failure Criteria

4.3.1.1  The acceptance criteria shall be evidenced by the ability of the system to meet the performance requirements within the tolerances specified. 

4.3.2 Verification Levels

4.3.2.1 General

4.3.2.1.1 For COTS/NDI hardware (H/W) or software (S/W) items, verification shall focus on adapted or modified COTS/NDI functions. 

4.3.2.1.2 The functional integration of multiple COTS/NDI H/W and S/W items shall be verified at both the subsystem and system levels. 

4.3.2.1.3 Unmodified and un-adapted COTS/NDI H/W and S/W items shall be verified through COTS/NDI screening. 

4.3.2.1.4  Newly developed H/W or S/W items shall go through full functional performance verification at both the subsystem and system levels. 

4.3.2.2 Hardware Subsystem Tests

4.3.2.2.1 The system Hardware Configuration Items (HWCIs) shall be verified at the subsystem level to ensure that the system, when assembled and fully integrated, meets the specified performance requirements. 

4.3.2.2.2 Hardware subsystem testing shall verify the performance of all related requirements of Section 3 of this document. Special test fixtures required to simulate other subsystem interaction may be used. 

4.3.2.2.3 Verification of requirements relating to stress, environmental impact, system interfaces, and system level performance shall be deferred to special and higher level verification. 

4.3.2.3 Software Subsystem Tests

4.3.2.3.1 The system Computer Software Configuration Items (CSCIs) shall be verified separately prior to their introduction into the system. 

4.3.2.3.2 To the maximum extent possible, the system software shall be verified using a test fixture or test bed that simulates the operational computer environment. 

4.3.2.3.3 The software testing shall verify the performance of all computer program related requirements of Section 3 of this document. 

4.3.2.3.4 Software testing shall be conducted on a fully integrated CSCI. 

4.3.2.3.5 The ability of each CSCI to detect and react properly to abnormal conditions and faulty inputs shall be verified. 

4.3.2.3.6 Processor loading, input and output loading (throughput), and memory requirements for each processor shall be explicitly demonstrated. 

4.3.2.4 System Tests
4.3.2.4.1 System tests shall be conducted to verify Section 3 requirements of this document on a fully assembled and fully integrated system. 

4.3.2.4.2 The System Test verification activities shall address no less than the following areas: 

4.3.2.4.2.1 Integration and Interface Verification: The verification of subsystem integration and NAS interfaces.

4.3.2.4.2.2 System Capacity and Response-time Performance Verification: The verification of system processing time.

4.3.2.4.2.3 Failure Mode and Failure Recovery Verification: The verification of failure mode conditions and system recovery capabilities. 

4.3.2.4.2.4  Stability Verification: The verification of system performance under extended continuous system use.

4.3.2.4.2.5  Reconfiguration Verification: The verification of system reconfiguration capabilities.

4.3.2.4.2.6  Functional Verification: The verification of functional performance with a fully integrated system. 

4.3.2.4.2.7  Site Verification: The verification of Section 3 requirements that need actual operational site conditions and configurations.

4.3.2.4.2.8 Computer Human Interface Verification: The verification of user interface, display and syntax functions with a fully integrated system.

4.3.2.4.3 Verification of response time requirements shall be accomplished with a minimum of eight traffic displays running on a workstation and a minimum of six of the eight should be running Monitor Alert in the graphical mode.

4.3.2.4.4 Verification of response time requirements for FSM and its functions shall be accomplished with a minimum of ten (10) FSM programs concurrently running on a workstation.

Appendix A Acronyms

AAR


Airport Arrival Rate

AC


Alternating Current

ADR


Airport Departure Rate

ACARS 

Aircraft Communications Addressing and Reporting System

ACES 


Adaptation Controlled Environment System

ADL


Aggregate Demand List
ADSS 


Automated Dependent Surveillance System

AF 


Flight intent Amendment message

AF 


Airway Facilities

AIS


Automated Information System

ANSI


American National Standard Institute
ARINC 


Aeronautical Radio, Incorporated

ARRD 


Arrival Delay prediction

ARTCC 

Air Route Traffic Control Center

ARTS


Automated Radar Tracking System

ARTS-IIIE 

Automated Radar Tracking System Enhanced (Version 3)

ASD 


Aircraft Situation Display

ASDI 


Aircraft Situation Display to Industry

ASP 


Alert Server Process

ATC


Air Traffic Control

ATCSCC 

Air Traffic Control System Command Center

ATCT


Air Traffic Control Tower

ATM


Air Traffic Management

ATMS 


Advanced Traffic Management System

ATOP


Advanced Technologies and Oceanic Procedures

AZ 


Arrival message

CARF


Central Altitude Reservation Function

CCFP


Collaborative Convective Forecast Product

CCSD


Common Constraint Situation Display

CDM


Collaborative Decision Making
CDT 


Controlled Departure Time

CENRAP

Center Radar ARTS Presentation/Processing
CERAP


Center Radar Approach Control Facility

CFAF


Central Flow Automation Facility
CFR


Code of Federal Regulations

CHI


Computer Human Interface
CNX 


SI Cancellation

CONUS 

Contiguous United States

COTS 


Commercial Off The Shelf

COUNT 

Flight Counts

CPL 


Current Flight Plan
CRCT


Collaborative Routing Coordination Tool

CSCI


Computer Software Configuration Items
CT 


Control Time message

CTA 


Calculated Time of Arrival

CTS


Coded Time Source

CTFWRD 

CT Forward

DACS 


Digital Aeronautical Chart Supplement

DAFIF


Digital Aeronautical Flight Information File

DOD 


Department of Defense

DOT


Department of Transportation

DOTS


Dynamic Ocean Tracking System

DR&A


Data Reduction and Analysis
DSP


Departure Spacing Program

DZ 


Departure message

EARTS 


En route Automated Radar Tracking Systems (now Micro-EARTS)

EDCT 


Estimated Departure Clearance Time

EIT


Electronic and Information Technology
EMI


Electromagnetic Interference
ERAM


En route Automation Modernization

ERL 


Environmental Research Laboratories

ESIS


Enhanced Status Information System

ETA 


Estimated Time of Arrival

ETE 


Estimated Time En Route

ETMS 


Enhanced Traffic Management System

FA 


Fuel Advisory message

FAA 


Federal Aviation Administration

FAAAC


FAA Aeronautical Center (Oklahoma City, OK)
FAATC 

FAA Technical Center (a.k.a. WJHTC)

FCA


Flow Constrained Area

FCC


Federal Communications Commission
FEA


Flow Evaluation Area

FIR


Flight Information Region

FDP 2000

Flight Data Processing 2000 System (Formerly Oceanic Computer System)
FIXL


Fix Loading

FL


Flight Level

FPA 


Fix Posting Area

FS 


Scheduled Flight message

FSA


Flight Schedule Analyzer

FSM


Flight Schedule Monitor

FT 


Terminal Forecast

FTP 


Flight Transfer Program

FZ 


Flight intent message

GA 


General Aviation

GDP


Ground Delay Program

GPS 


Global Positioning System

GS


Ground Stop

HADDS


Host ATM Data Distribution System

HCS


Host Computer System

HDBK


Handbook

HF


Human Factors

HFDS


Human Factors Design Standard

HFE


Human Factors Engineering   

HID


Host Interface Device

HW


Hardware

HWCI


Hardware Configuration Items
IAS 


Indicated Air Speed

IAW


In Accordance With

ICAO 


International Civil Aviation Organisation

ICD


Interface Control Document

ID 


Identification

IDP


International Data Provider
IEEE


Institute of Electrical and Electronic Engineers

IFCNFE

Inter-facility Flow Control Network Front End

IFR 


Instrument Flight Rules

ILS


Instrument Landing System

INM 


Integrated Noise Model

IRD


Interface Requirements Document

ISS


Information Systems Security

LAN 


Local Area Network

LOM 


Outer Marker Locations

M&C


Monitor and Control

MAPS 


Mesoscale Analysis and Prediction System

MD


Management Document
METAR 

Aviation Routine Weather Report

MIL


Military 

MOA 


Military Operations Area

NACO


National Aeronautical Charting Organization 

NADIN 


National Airspace Data Interchange Network

NAS 


National Airspace System

NASC 


National Airspace System Collator

NASR


National Airspace System Resources

NAVAID 

Navigational Aid

NAVCANADA

The Canadian Aviation Administration 

NDI


Non-Developmental Items (Software)

NEMA


National Electrical Manufacturers Association
NEXRAD

Next Generation Radar (Weather)

NFPA


National Fire Protection Association
NGRVR

Next Generation Runway Visual Range

NOAA 


National Oceanographic and Atmospheric Administration

NORAD

North American Air Defense

NOS 


National Oceanic Service

NOTAMS

Notice(s) to Airmen

NOWRAD6 

Now radar 6

NTML


National Traffic Management Log

NY 


New York

NWS 


National Weather Service

OA 


Oakland

OAG 


Official Airline Guide

OCS 


Offshore Computer System

ODAPS


Oceanic Display and Planning System
OIS


Operational Information System

OMP 


Offshore Message Processor

OPSNET

Operations Network

OSF


Open Software Foundation

OSHA


Occupational Safety and Health Administration

PCB


polychlorinated biphenyls
PCU 


Protocol Conversion Unit

PIREPS


Pilot Reports

POET


Post Operations Evaluation Tool

PUB


Public

RD


Requirements Document

RMA


Reliability, Maintainability, and Availability
RMT


Route Management Tool

RPL 


SI Replacement

RS 


Scheduled Flight Cancellation message

RUC


Rapid Update Cycle 

RVR


Runway Visual Range

RX 


Flight Cancellation message

SA 


Surface Observation

SAMS


Special Use Airspace Management System

SAR


Search and Rescue
SCDT 


Selected Controlled Departure Time

SCT 


Southern California TRACON

SDB 


Schedule Database

SI 


Substitution Request message

SID 


Standard Instrumentation Departure route

SIO 


Serial Input/Output

SMA


Surface Management Advisor

SR


System Requirements
SSD


System Specification Document

STAR 


Standard Terminal Arrival Route

STARS 


Standard Terminal Automation Replacement System

STD


Standard

SUA 


Special Use Airspace

SUB 


SI Substitution Of Flight Plan (message)

SW


Software

TA 


Global Position Update message

TAF 


International Aerodrome Forecast

TDB 


Traffic Demands Database

TFM


Traffic Flow Management

TFM-I


Traffic Flow Management Infrastructure 

TFM-M


Traffic Flow Management Modernization

TM 


Traffic Management

TMC


Traffic Management Coordinator

TMLog


Traffic Management Log



TMS


Traffic Management Specialist

TMU 


Traffic Management Unit

TO 


Oceanic Position Update message

TRACON 

Terminal Radar Approach Control Facility

TSD 


Traffic Situation Display

TTM 


Total Traffic Management

TZ 


Position Update message

UFAS


Uniform Federal Accessibility Standard
UL


Underwriters Laboratory
US


United States
USC


United States Code

UTC 


Coordinated Universal Time

UZ 


ARTCC Boundary Crossing message

VOLPE


The John A. Volpe National Transportation Systems Center
VNTSC 

Volpe National Transportation Systems Center

VT 


Verify Time

WAN 


Wide Area Network

WARP


Weather and Radar Processor

WJHTC

William J. Hughes Technical Center (a.k.a. FAATC)
WSI 


Weather Services International

WX


Weather 

Appendix B Glossary

	Term
	Definition

	Adaptation
	An external process of updating data parameters in one system which is dependent on software recompilation. Adaptation may be either controlled at the national level (common to all sites) or locally (independently altered to fit the needs of a specific site).

	Adapted Fix
	Defines by name, a geographic point in the format of latitude and longitude, a fix name, or an FRD.

	Adapted Route
	A route defined in adaptation as a series of adapted fixes.  Adapted routes can be Airways, Coded Routes, Departure Procedure (DPs), or Standard Terminal Arrival Routes (STARs).

	Aeronautical Information 
	Any information concerning the establishment, condition, or change in any component (i.e., facility, service, procedure, or hazard) of the National Airspace System. This information is published and/or disseminated by means of aeronautical charts, publications, and/or NOTAMs.  Aeronautical data describes aircraft positions using map objects and coordinates, runway conditions and other information involving aircraft operations.  In the current system, TFM receives aeronautical data  from the ARINC interface and NOTAMS.

	Aggregate Demand List (ADL)
	When Volpe National Transportation Systems Center receives updated flight schedules and other NAS information from participating CDM AOCs, the information is sent back to the users in the form of an "Aggregate Demand List" (ADL). The ADLs, which are updated approximately every 5 minutes, are used by FSM to process data and display the information.

	Airway
	A pre‑defined route over which flights may travel

	Alert
	A visual or audible warning or both.

	Alert Area
	A type of Special Use Airspace in which pilot training or other non‑hazardous flight activities occur

	Approval Request (APREQ)
	

	Availability
	The ratio of time a system is fully operational in a given year divided by the total time of one year.  The ratio of data path available time to elapsed time. Availability is quantified as MTTF/(MTTF+MTTRS).

	Departure Procedure (DP)
	A preplanned instrument flight rule (IFR) air traffic control departure procedure published for pilot use (formerly Standard Instrument Departure (SID)).  DPs apply to transition from the terminal to the appropriate en route airspace.

	Device
	An addressable system or hardware unit such as a disc drive, PC workstation, or LAN server. Redundancy management by the HCS is not performed for a device.

	Display
	A conceptual collection of data and functionality that is available for display in a window on a physical display surface (may be a CRT, flat panel).

	Essential Services
	Functions or services which if lost would reduce the capability of controllers to exercise safe separation and control over aircraft.

	Exchange
	To transport in both directions (DUPLEX) between two systems.

	Expected Departure Clearance Time (EDCT)
	A given time issued to a flight to indicate when it can expect to receive departure clearance. EDCTs are issued as part of Traffic Management Programs such as a Ground Delay Program (GDP).

	External Interface
	External interfaces are direct electronic connections, any portion of which lies outside the physically secure areas of the site. External interfaces include all electronic interconnections to other locations, including other FAA sites, the FAA Technical Center, and the FAA Academy, and include both permanent and temporary connections (for example, dial-in/dial-out connection over the public switched telephone network).

	Event
	Any state change or reportable condition (e.g., abnormal conditions, faults, return to normal operation, operational messages, threshold transition, status change, software faults, etc. )

	Fix Posting Area (FPA)
	A volume of air space, bounded by a series of connected line segments with altitudes, which is assigned to a sector or approach control facility. The FPA is the basic unit of air space within the En Route ATC system.

	Fix Radial Distance
	Identifies a geographic point in terms of a fix name, a radial (in degrees) from that fix name, and a distance (in nautical miles) from that fix name.

	Flight Data
	Speed, position, altitude and schedule information from FAA and external sources of aircraft.

	Flight Event
	Includes the time and placement of the following:

a.
arrival at destination airport

b.
departure from originating airport

c.
fix crossing

d.
entry to or exit from a jet or victor airway

e.
entry to or exit from sector airspace

f.
entry to or exit from facility airspace

	Flight Information Region (FIR)
	An airspace of defined dimensions within which flight information service and alerting service are provided.

	Flight Intent 
	Flight data that specifies a route or path of flight desired by an external user.

	Flight List
	A list of flights that includes all aircraft projected to

traverse an alerted area for a user specified time interval during a user specified alert time period.

	Flow Constrained Area (FCA)
	A graphical display of predicted demand and alerts for all airports, sectors, fixes and other NAS resources.

	Flow Evaluation Area (FEA)
	A graphical display of an area selected by a user for monitoring traffic movement predicted demand and alerts for all airports, sectors, fixes and other NAS resources.

	Geographical Data
	Geographic data describe types of map objects and coordinates, which allows for display, manipulation, and extraction of map data. In the current system, TFM derives the maps database and grid database primarily from geographical data files received every 56 days.

	Implied Fix
	An intersection that is not specifically filed in a flight intent but is implied by a junction of two adapted routes.

	Inhibit
	To prevent the operation of a function. When a function is “inhibited,” it is not performed.

	Interface
	A communication link between two or more system components (i.e., configuration establishes a HCS interface). An on-line device is considered interfaced unless it is inhibited. Interface is also used in referring to the communication link between the computer program and the user

	Line Replaceable Unit (LRU)
	The lowest replaceable component at the site.

	Maintainability
	The degree to which the architecture supports the detection and correction of errors

	Maintainer
	A person who performs maintenance tasks (e.g., diagnostics, maintenance, certification, software management) on the non-operational system components. Includes M&C and support personnel.

	Mean Time To Failure (MTTF)
	The expected time from the instant a function or element becomes available until its next failure.

	Mean Time To Repair (MTTR)
	MTTR is the average of the expected times to perform corrective maintenance for failed elements, weighted by frequency of failure

	Military Operations Area (MOA)
	A type of Special Use Airspace reserved for military activities

	Monitor Alert
	This function displays and enables analysis of the airports, sectors, and fixes on alert status

	Monitor and Control
	A function that provides control over other system functions, and monitors system performance and status parameters.

	Operator
	A person who performs air traffic control using critical and essential operational data (e.g., flight data, surveillance data, weather information, communications). Includes the supervisor role.

	Pacing Airport
	One of approximately 30 larger airports whose arrival and departure traffic sets the pace for all air traffic throughout the CONUS

	Playbook
	A predefined set of routes that Traffic Managers can use to reroute aircraft.

	Prohibited Area
	Special Use Airspace in which no flight is allowed

	Reliability
	A characteristic of a data path expressed as the mean time from an initial instant when the data path is available until the next failure event. Reliability is quantified as the mean-time-to-failure (MTTF). MTTF is computed as the total time a data path is available over an interval divided by the number of times the data path fails during that interval. MTTF applies to the fully operational system and not during periods where redundancy is reduced due to scheduled maintenance.

	Report
	Formatted information intended to be printed. The formatting may be textual and/or graphical and may also be displayed electronically.

	Restricted Area
	Special Use Airspace through which flight must be authorized

	Schedule Data
	Information received from the Official Airline Guide (OAG), updated every two weeks

	Sector
	A volume of air space corresponding to one air traffic control area of responsibility. There are many sectors within an ARTCC. Generally, one team of air traffic controllers is responsible for each sector

	Special Use Airspace (SUA)
	Volumes of airspace for which aircraft flight has been limited for one reason or another. They include alert areas, MOAs, prohibited areas, restricted areas, and warning areas

	Standard Terminal Arrival Route (STAR)
	A preplanned instrument flight rule (IFR) air traffic control arrival procedure and path [??]published for pilot use.  STARs provide transition from the en route structure to an outer fix or an instrument approach fix/arrival waypoint in the terminal area.

	Substitution
	In response to the issuance of a Ground Delay Program, EDCTs for each airline’s flights are sent out.  Airlines can adjust their controlled flights in two ways: by canceling them or by swapping flights between the arrival slots assigned to the airline.  The process of adjusting the controlled flights by swapping arrival slots is referred to as “substitution”.

	System Event
	System state or status changes, that include, but are not limited to operating status changes (normal, warning, degrading, failure), availability status changes (power on/off, online/offline, in maintenance, hot/cold standby), system configuration changes, hardware and software faults, performance threshold transitions, access control rule violations,  completion of requested action, and return to normal conditions.

	Threshold
	Minimum or maximum acceptable operational value for system capability or characteristic that, in the user’s judgment, is necessary to provide an operational capability that will satisfy the mission need.

	Traffic Management Coordinator (TMC)
	Service provider whose role is to manage major air traffic flow using the NAS-wide information system to predict demand profile for the day.  This includes coordinating dynamic airspace structuring, new trajectories, and using the same tools as those provided for separation assurance and identifying areas and times of high density.

	Trajectory
	Continuous four-dimensional flight profile (described in three dimensions, fourth dimension is time).  The trajectory always encompasses the flight intent (aircraft intent) and is augmented by surveillance/track data.

	Transition
	The process of moving operations from a legacy system to a new system. The process frequently requires both systems to be in operational readiness simultaneously.

	User
	Refers to all users of the system including operator, maintainer, and trainers (e.g., controller, NAS, NOM, SPSS, Technicians, etc.).

	Warning Area
	Special Use Airspace that has been defined as potentially hazardous airspace


Appendix C  SSD Potential Future Requirements

Note:  The items in this appendix provide the reader with insight into future capabilities and functions for the modernized TFM system and the context for these capabilities and functions.  All requirements in this appendix are stated as “wills” and not “shalls” because they are not part of the initial TFM-M procurement.  The use of the “will” term indicates that these statements are merely possible enhancements for the TFM-M system.  The TFM-M system will provide the framework into which future enhancements must fit.  Any future enhancements to the TFM-M system will need to undergo cost-benefit analyses, funding, and government approval prior to development and implementation.

3
Requirements


3.1
System Description


3.2
Functional Capabilities


3.2.1
General


3.2.1.X  The system will receive, parse, and store the incoming data based on user selectable dynamic values.

3.2.2

Flight Data Processing


3.2.2.1.2.1
General


3.2.2.1.2.1.X  The system will manage concurrent transactions that affect flight data such as multiple flight intents and their revisions.

3.2.2.1.2.3
Flight Intent Preprocessing

3.2.2.1.2.3.X  The system will provide the capability to process and maintain multiple flight intents for each flight.

3.2.2.1.2.3.Y  The system will provide the capability to accept user and service provider intent flight plans for evaluation against system constraints.

3.2.2.1.3
Flight Data Message Outputs

3.2.2.1.3.X  The system will provide all flight data to generate recorded data.

3.2.3.1

Determine NAS Resource Capacities

3.2.3.1.1
Weather Information Processing

3.2.3.1.1.2
Processing
3.2.3.1.1.2.X  The system will process weather information and use it in demand estimation.

3.2.3.3

Identify Current TFM Initiatives

3.2.3.3.1
Traffic Flow Prediction/Trajectory Modeling

3.2.3.3.1.2
Processing

3.2.3.3.1.2.X  The system will perform modeling of a flight by computing the event times.

3.2.3.3.1.2.Y The system will characterize traffic demands as the number of flights in a user selectable time interval for items such as airport (arrivals and departures), sector, fix, and other NAS resources.

3.2.3.3.1.2.Z The system will utilize uncertainty in demand and capacity predictions, based on four-dimensional trajectories, to improve decision making.

3.2.3.3.1.2.A The system will use available weather and atmospheric data, including wind, temperature, and pressure, for trajectory calculations.

3.2.3.3.2
Constraint Tracking

3.2.3.3.2.2
Processing

3.2.3.3.2.2.X  The system will provide real-time monitoring of the effectiveness and compliance to initiatives.

3.2.4.2

Examine Thresholds to Identify Potential Issues

3.2.4.2.1
Monitor NAS Resource Loads and Balance

3.2.4.2.1.1
Inputs
3.2.4.2.1.1.X The system will receive manual and automated updates to physical constraints (such as runways status, traffic mix, and the size of usable airspace for traffic movement) and weather conditions.

3.2.4.2.1.1.Y  The system will receive airport configuration (current and projected) and runway status (e.g. construction, closure, condition of runway surface) from automated and manual inputs.

3.2.4.2.1.1.Z The system will receive outage notifications for NAVAIDs and other equipment via automated and manual inputs.

3.2.4.2.1.2
Processing

3.2.4.2.1.2.X The system will update information for physical constraints (such as runways status, traffic mix, and the size of usable airspace for traffic movement) and weather conditions.

3.2.4.2.1.2.Y The system will update information for airport configuration (current and projected) and runway status (e.g. construction, closure, condition of runway surface).

3.2.4.2.1.2.Z The system will update information based on NAVAIDs and other equipment based on outage information.

3.2.4.2.1.3
Outputs

3.2.4.2.1.3.X The system will provide information on physical constraints (such as runways status, traffic mix, and the size of usable airspace for traffic movement) and weather conditions to other users automatically as selected by the Traffic Management, NAS user or other system user.  

3.2.4.2.1.3.Y The system will provide airport configuration (current and projected) and runway status (e.g. construction, closure, condition of runway surface) to other system users and customers as selected by the user.

3.2.4.2.1.3.Z The system will provide NAVAID and other equipment outage information to other system users and customers as selected by the user.

3.2.4

Analyze State of the NAS

3.2.4.1

TFM & NAS Performance Metrics

3.2.4.1.1
Inputs

3.2.4.1.1.X  The system will receive data on NAS performance metrics from either manual or automated inputs.

3.2.4.1.2
Processing

3.2.4.1.2.X  The system will update NAS performance metrics and identify areas of NAS congestion or underutilization.

3.2.4.1.3
Outputs

3.2.4.1.3.X The system will provide data on TFM and NAS performance metrics to external system(s) and Traffic Management users and NAS users as requested by user selection. 

3.2.4.1.3.Y The system will provide automated, pre-defined reports of TFM Performance Metrics to the Traffic Management users and NAS users when selected by user input.

3.2.4.2.1
Monitor NAS Resource Loads and Balance

3.2.4.2.1.1
Inputs

3.2.4.2.1.1.X The system will receive NAS alerts (e.g. outage information, status changes) and status information via automated and manual inputs from sources as specified in Table 1 above and Section 3.3 Interface Requirements.

3.2.5

Evaluate and Select New Traffic Management Initiatives

3.2.5.1

Propose Alternative TFM Initiatives (ADL Processing and FSM)

3.2.5.1.1
Inputs

3.2.5.1.1.X  The system will receive information from the ATCSCC on current and projected Military Activity Information – SUAs, alert and warning areas, military routes in use and Military Operations Areas (MOAs).

3.2.5.1.2

Processing

3.2.5.1.2.X  The system will process traffic management initiatives in accordance with FAA Order (FAO) 7110.65 mandates.
3.2.5.1.2.Y  The system will provide an impact assessment for implementing a single initiative (e.g. miles in trail restriction, ground delay program, ground stop, reroute, APREQ/Call for Release).

3.2.5.1.2.Z The system will allow a Traffic Management or NAS user to request a modification to the start or end time of an initiative, the flights eligible for an initiative, and the initiative selected for implementation.

3.2.5.1.2.A The system will allow a traffic manager to accept or reject a Traffic Management or NAS user’s request to modify a proposed initiative.

3.2.5.1.2.B The system will provide the capability to develop initiatives and analyze the impact of proposed initiatives without affecting system operations (i.e. “what-if” capability).

3.2.5.1.2.C The system will recommend alternative initiatives to traffic managers and external users.

3.2.5.1.2.D The system will provide traffic managers with the capability for collaboration among themselves and with external users in developing initiatives.

3.2.5.1.2.E The system will provide the capability to accommodate user preferences in developing initiatives.

3.2.5.1.2.F The system will provide the capability to reduce verbal communication and coordination in developing and implementing initiatives.

3.2.5.1.3
Outputs

3.2.5.1.3.X The system will provide the capability for a traffic manager to display and distribute a proposed strategy and its impact assessment to other Traffic Managers and NAS users.

3.2.5.1.3.Y The system will provide the most current traffic management initiatives, updates, and cancelled initiatives to the Traffic Management or NAS users.

3.2.5.2.1
Ground Delay Program /Ground Stop

3.2.5.2.1.1
Inputs

3.2.5.2.1.1.X The system will receive locally and nationally implemented Ground Delay Programs (GDP)/Ground Stops (GS).

3.2.5.2.1.2
Processing

3.2.5.2.1.2.X The system will provide the capability for a traffic manager at the ATCSCC to initiate a ground delay program by defining the affected airports, schedule, and reason for the initiative.

3.2.5.2.1.2.Y  The system will allow traffic managers to model impacts of proposed GDP/GS initiatives under temporarily changed acceptance rates.

3.2.5.2.1.2.Z  The system will allow users to monitor GDP options. 

3.2.5.2.1.2.A  The system will allow users to exempt designated flights from a GDP (e.g. lifeguard flights, international flights, active flights, and flights within a user adjustable time period of departure).

3.2.5.2.1.2.B  The system will allow users to substitute flights during a GDP.

3.2.5.2.1.2.C  The system will allow users to reassign a Controlled Time of Arrival (CTA) slot by canceling the flight assigned and substituting another.

3.2.5.2.1.2.D  The system will provide slot compression during a GDP to minimize the number of unused slots.  

Note: Compression tries to place flights from the same airline that created the unused arrival slot into that slot.  However if this is not possible, other airlines’ flights are used to fill the arrival slots.  Compression can only be run at the ATCSCC at the present time.

3.2.5.2.1.2.E  The system will allocate delays to NAS users equitably, with no double penalties.

3.2.5.2.1.2.F  The system will provide the capability for execution of initiatives, including implementation, modification, and termination.

3.2.5.2.2 
Inputs

3.2.5.2.2.X  The system will accept NAS and TFM information from sources as specified in Table 1 above and Section 3.3 Interface Requirements identifying diverted flights.

Note:  In the current system, all flights that are diverted but that, when they originally entered the CDM database via an FS, FC, FM, or FZ message, were predicted to arrive at the given airport in the ADL time range.  The original diverted flight will not appear in the ADL if a diversion recovery is created with the same call sign.

3.2.5.2.2.Y   The system will receive requests for priority release (special handling) of diverted flights.

3.2.5.2.1.3
Outputs

3.2.5.2.1.3.X  The system will provide GDP performance information as selected by the user.

3.2.5.2.1.3.Y  The system will provide diverted flight information to external sytems and users based on user selection.

Note: All diverted flights and related diversion information shall be made available to external information sources for processing such as the Diversion Recovery Web page.

3.2.5.2.5
Congestion Management

3.2.5.2.5.2
Processing

3.2.5.2.5.2.X The system will provide a “commit” capability to implement a proposed initiative.

3.2.5.2.5.2.Y The system will provide the capability to undo an initiative that has been implemented via the “commit” capability.

3.2.5.2.5.2.Z The system will provide automated amendments to flight plans based on TFM initiatives (e.g. reroutes, restrictions, GDP/GS, etc.).

3.2.5.2.5.3
Outputs

3.2.5.2.5.3.X The system will provide rerouting initatives during events such as severe weather, congestion at centers/airports/fixes/sectors, NAVAID and equipment outages, and military operations.

3.2.5.2.5.3.Y  The system will provide candidate flight intent amendments to external systems in support of rerouting initiatives.

3.2.6
Operational Maintenance

3.2.6.1

Online Support

3.2.6.1.1
Monitor and Control (M&C)

3.2.6.1.1.X  The system will monitor its hardware and software components, and its interfaces for events while concurrently performing continuous operations and near real-time essential traffic management services.

3.2.6.1.1.Y  The system will provide the capability to startup, shutdown, or restart the operation of components upon user request from both the workstation and remotely. 

3.2.6.1.1.Z  The system will provide both a local and centralized M&C capability.

3.2.6.1.1.A  The system will provide the capability to transmit local M&C, system, and component status to a centralized M&C.

3.2.6.1.1.B  The system will monitor status, integrity, performance of databases, system and network resources.

3.2.6.1.1.C  The system will monitor subsystem, equipment, and network health, and gather performance data.

3.2.6.1.1.D  The system will provide the capability to perform diagnostics on subsystem and equipment errors.

3.2.6.1.1.E  The system will provide the capability to configure, reconfigure, and verify proper hardware operation.

3.2.6.1.1.F  The system will provide the capability to ensure correct software and data versioning.

3.2.6.1.2
Data Recording

3.2.6.1.2.X  The system will enable recording of selected system data concurrently with continuous system operations in accordance with NAS-SR-1000.

3.2.6.1.2.Y  The system will provide the capability for instrumentation of data collection to support performance measurement.

3.2.6.1.2.Z  The system will provide the capability to record data for post event analysis, performance analysis, benefits analysis, and for the creation of training and testing scenarios.

3.2.6.1.2.A  The system will provide the capability to save and store operational data for later use in problem analysis, event recreation, training, testing, or scenario generation.

3.2.6.1.3
Reports

3.2.6.1.3.X  The system will provide the capability for reporting and logging of predicted and actual events (e.g. intent, flight path, restrictions, initiatives, NAS and weather constraints).

3.2.6.2

Offline Support

3.2.6.2.1
Airspace Management Support (Adaptation)

3.2.6.2.2.X  The system will provide the capability to define, modify, and test data that defines the performance and configuration of the TFM-M system.

3.2.6.2.X
Simulation for Test

3.2.6.2.X.X  The system will provide test and simulation controls for configuring test environments, selecting simulation injection points, controlling test resources, and controlling simulation execution.

3.2.6.2.X.Y The system will allow support configurations to logically replicate the ATCSCC and all TMUs and their interfaces

3.2.6.2.X.Z The system will provide the capability to simulate the operational system or parts of the operational system, without affecting operations.

3.2.6.2.Y
System Software Support Subsystem

3.2.6.2.Y.X The system will provide the capability to utilize the support environment to train system users without affecting operations.

3.2.6.2.Y.Y The system will provide the capability to exercise configuration control over software and data releases that are used operationally and in the support environment.

3.2.6.2.2
Playback

3.2.6.2.2.X  The system will enable the user to select and extract data.

3.2.6.2.2.Y  The system will replay recorded data to reconstruct events that occurred on any workstation.

3.2.6.2.2.Z  The system will provide the capability to use recorded data for event analysis, as well as test and training.

3.2.6.2.3
Operational Support Tools


3.2.6.2.3.X  The system will provide on-line software and hardware diagnostic tools for second-level engineering to enable remote problem determination and resolution support.

3.2.6.2.3.Y  The system will provide data reduction and analysis tools.

3.2.6.2.3.Z  The system will provide capacity and response data to the recording function (e.g., actual hardware utilization, memory utilization, software routine execution times, software utilization, data throughput time, and input response time).

3.2.6.2.3.A  The system will provide tools to support the following activities: 

a. data reduction and analysis

b. capacity response measurement

c. user scenario creation

d. adaptation builds
e. system effectiveness
3.2.6.2.3.B  The system will provide the support tools needed to test system operational software offline with recorded or live input from the operational environment.

3.2.6.2.5

Maintenance

3.2.6.2.5.X  The system will enable on-line software and hardware diagnostic tools for second-level engineering, including, remote problem determination and resolution support by users.

3.2.6.2.5.Y  The system will provide the tools needed for testing system hardware and software, improving productivity of users and for verifying system operation.

3.2.6.2.5.Z The system will provide the capability and tools needed to automatically recover from system or component failures and continue operations without disruption.

3.2.6.2.X
In-Service Support

3.2.6.2.X.1
Centralized Second-Level Support

3.2.6.2.X.1.X  The second-level support systems at the centralized support sites (WJHTC and FAAAC) will concurrently replicate the operations, communications, and interfaces of any TFM operational sites.

3.2.6.2.X.1.Y  The system will provide tools for software test, analysis, site mimic, and debugging. 

3.2.6.2.X.1.Z The system will provide software measurements tools to measure program size and complexity.
3.2.7

Display System Requirements


3.2.7.3

Outputs
3.2.7.3.X The system will display information on physical constraints (such as runways, traffic mix, and the size of usable airspace for traffic movement) and weather conditions to other users as selected by the Traffic Management, NAS user or other system user.  

3.2.7.3.Y The system will display airport configuration (current and projected) and runway status (e.g. construction, closure, condition of runway surface) to other system users and customers as selected by the user.

3.2.7.3.Z The system will display NAVAID and other equipment outage information to other system users and customers as selected by the user.

3.2.7.3.A  The system will display a proposed strategy and its impact assessment to other traffic managers and NAS users as selected by the user.

3.2.7.3.B  The system will display the most current traffic management initiatives, updates, and cancelled initiatives to the Traffic Management or NAS users as selected by the user.

3.2.7.3.C The system will display TFM Initiatives and post analysis tools on a graphical display, or as tables, charts or text based on user selectable options.

3.3
Interface Requirements

3.3.1
TFM External Interfaces

3.3.1.1.X  The system will provide a gateway to connect to all of the external TFM system interfaces and to provide Security classifications for each interface.

3.3.1.1.Y  The System will provide a common programming interface as a TFM Application Programming Interface (API) for all external systems.

3.3.1.1

General

3.3.1.1.X The system will use common, well-defined and controlled interfaces.

3.3.1.1.Y The system will use interfaces defined and controlled through Interface Control Documents (ICDs).

3.3.1.1.Z The system will provide interfaces developed in support of tool and analysis capability development, as well as to support research needs.

3.3.1.2

Air Route Traffic Control Facilities


3.3.1.2.X The system will interface with the National Airspace System (NAS) En Route Automation Modernization (ERAM) system in accordance with Interface Control Document (ICD) TBD.

3.3.1.3
Terminal Radar Approach Control Facilities (TRACONs) and Towers

3.3.1.3.X The system will interface with the Automated Radar Terminal System IIIE (ARTS IIIE) in accordance with ICD ATC-61015.

3.3.1.4

Oceanic Facilities


3.3.1.4.X The system will interface with the Advanced Technologies and Oceanic Procedures (ATOP) system for Oceanic Messages per ICD NAS-IC-82370001-05 (9/20/02).

3.3.1.9

Other External Systems

3.3.1.9.X The system will provide monitor and control information to the NAS Infrastructure Management System (NIMS) in accordance with Interface Requirements Document NIMS Subsystem, NAS-IR-51070000-1-A.

3.3.1.9.Y  The system will receive, parse, store and send ICAO Current Flight Plan (CPL), in accordance with NAS-MD-315, Section 12.2, NAS-MD-311, Section 13.1.1, and NAM ICD, Part II Section 3.2.1 with adapted non-U.S. automated ATC facilities

3.4.4
System Capacity

3.4.4.X The system design will provide real-time access to at least 20,000 records and updates from computer and user interfaces per second.

3.7
TFM Security

3.7.X The system will be capable of providing resource allocation features having a measure of resistance to resource depletion.

3.7.Y The system will provide security administration procedures and controls for operations and maintenance that include but are not limited to access controls, intrusion detection, event logging, and auditing.

 AUA-References:
Flight Plan Formats

The TFM-M system will accept and process flight plans in both NAS and International Civil Aviation Organization (ICAO) formats.

Generation and Distribution of Advisories

The TFM-M system will generate and distribute traffic management advisories to traffic managers and NAS users to explain the initiative.

Display Preferences

The TFM-M system will have stored individual user-defined preferences for dynamic display.

Note:  The intent is that the system will allow users to store a display preference profile and it will be dynamically displayed upon login.

Generation of Impact Assessment

The TFM-M system will generate an impact assessment for an individual or set of trial traffic management initiatives based on trial trajectories for all flights affected by the trial initiative, resource demand and capacity, and resource constraints.

Note:  The impact assessment for a trial traffic management initiative provides a "what-if" analysis - what is the impact to the system if the trial traffic management initiative is implemented.  The impact assessment includes the delays already encountered by each flight, the additional delay due to the initiative, airborne holding delay, and impact on congestion indicators.  The integrated impact assessment for a set of user-defined trial initiatives will integrate the results of all initiatives into one impact assessment.
Periodic Update of Impact Assessment

The TFM-M system will periodically update an impact assessment for an individual or set of trial traffic management initiatives based on refresh of data input.

Post-Analysis Evaluation

Analysis Tools

The TFM-M system will provide analysis tools for evaluation of traffic management initiatives, traffic demand in the NAS, and flight events.

Note:  This includes analysis tools that enable evaluation of planned initiatives and actual results, actual traffic demand, resource demand loads, TFM-M logs, and overall operational performance of the NAS, using established parameters.  This is expected to be an offline, after-the-fact analysis capability that provides traffic managers with aggregate statistical and trend data.
Analysis of Implemented Initiatives

The TFM-M system will provide the capability to analyze the impact of implemented TFM-M initiatives.

Comparison of Alternate and Implemented Strategies

The TFM-M system will report on the effectiveness of alternate strategies as compared with strategies that were implemented.

Types of Tools

The TFM-M system will provide manual and automated strategy analysis tools.

Training

Operational Training

Note:  TFM-M training will emphasize operational functionality and usability of tools, including local scenario generation.

Automated Training Capability

The TFM-M system will have a system-based training capability.

Note:  The intent is that training will incorporate simulation that uses dynamic data sets to mimic live operations.

Sub-System Performance on Operations During Training

Training on the TFM-M system will not affect TFM-M operations.

Training Capabilities

The TFM-M training function will include data recording, archiving, simulation, and playback capabilities.
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