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SCOPE

The work in this task is being performed in conjunction with other tasks as part of the Partitioning Demonstration Project.  The Partitioning Demonstration Project is one of a number of projects being conducted as part of the AUA-200 Next Steps Program.

The purpose of the Partitioning Demonstration Project is to determine if open systems communications capability can be added to the FAA National Airspace En Route Host Control System (NAS) without impacting the process flow integrity of the NAS application.  Capability to route messages generated by NAS program elements through an inter-partition channel to an open systems partition and back to destination program elements, will be added to NAS.  This capability will be demonstrated and the performance measured and characterized for determining acceptability.

The purpose of this task is to demonstrate that a TCP/IP stack can be implemented in NAS running on an IBM System/390 host for the purposes of exchanging messages with an external TCP/IP host.  The NAS TCP/IP Stack, as referred to in this task, shall include, but not be limited to, the combined support of common facilities found in a standard TCP/IP implementation, such as the Sockets API, TCP, UDP, IP, ICMP, and lower layer protocols.

The NAS TCP/IP Stack will be a port of a commercially available OS/390 TCP/IP Stack that is operational and maintained on a System/390 host.  The protocol stack will be written primarily in assembly language with isolatable operating system services calls to minimize the amount of code that needs to be modified.  Use of a common code base will allow the NAS TCP/IP Stack to be updated with regular OS/390 TCP/IP Stack revisions, as they become available.

Interfaces will be developed to allow the NAS Monitor to access TCP/IP socket functions using standard NAS Monitor service calls and for TCP/IP stack functions to access operating system services from the NAS Monitor using system independent function calls.

The NAS TCP/IP stack will run in a logical partition (LPAR) and communicate with a TCP/IP stack running in a separate OS/390 LPAR.  For networking purposes, each LPAR is considered a separate TCP/IP host.

Connectivity between the NAS TCP/IP host and OS/390 TCP/IP host will be implemented using a channel connected CISCO Router running CLAW protocol in a Channel Interface Processor (CIP).  For the first increment, the NAS LPAR will connect to the CISCO Router via a Bus and Tag channel and the OS/390 LPAR will connect to the CISCO Router via an ESCON Channel.  In a subsequent increment, after NAS has been up-leveled from 370-emulation mode to S/390 native mode, the Bus and Tag channel would be replace with an ESCON channel and the CLAW interface updated to run with the ESCON channel.

A loop-back application will be written using OS/390 UNIX System Services (USS) socket API function calls to echo back messages received from the NAS TCP/IP host.  Some instrumentation will be implemented to capture performance information.

Software implemented in early task increments may be at demonstration quality with an emphasis on performance.

1. GENERAL REQUIREMENTS

The Contractor shall be capable and prepared to support the following software implementation requirements. Software implemented in the first task increments may be at demonstration quality with an emphasis on performance.  Later increments may emphasize startup, shutdown, error recovery and failover.

1.1 OS/390 TCP/IP Stack

The Contractor shall select a TCP/IP Stack to port that has the following characteristics.

1. The TCP/IP Stack shall be a commercially available OS/390 Stack that is operational and maintained on a System/390 host.

2. A major portion of the OS/390 TCP/IP Stack shall be written in ESA/390 assembler language with little or no OS/390 system dependencies.  ESA/390 instructions shall be modifiable to use the S/370 instruction set, where required for successful NAS Stack implementation.

3. Operating system services that are normally operating system dependent such as storage pool management, control block formats, serialization, message processing, etc., shall be easily isolatable in the stack architecture to facilitate replacement with comparable NAS Monitor service calls.

4. The architecture of the OS/390 TCP/IP Stack shall provide a common code base for the NAS Stack that will allow for the upleveling of the NAS TCP/IP Stack with regular installed customer base software updates as they become available.

5. The sockets API shall be POSIX 1003.1g compliant.

6. The TCP/IP Stack shall be IP version 4 compatible and implemented in accordance with the appropriate RFCs.

1.2 NAS TCP/IP Stack

The Contractor shall incrementally port components of a full OS/390 TCP/IP Stack to run under the NAS Monitor.  Implementation increments shall be defined and scheduled by the Government.

1.3 CLAW Network Interface Driver

The Contractor shall port a network interface driver that supports the CLAW (Common Link Access to Workstation) channel interface.  This driver shall interface to a CISCO CIP operating in IP pass through mode.  The Bus and Tag channel architecture shall be supported in the first increment with the ESCON channel architecture being supported in a subsequent increment.  There may be a requirement to port additional classes of System/390 channel attached network interface drivers in the future.

1.4 NAS Monitor Interfaces

The Contractor shall perform the following activities.

1. Develop a NAS Monitor Sockets SVC (Supervisor Call) interface to the sockets API that processes all socket calls made by NAS Monitor or application routines.

2. Port or develop a TCP/IP Stack to NAS Monitor interface facility to access operating system support services, such as process initialization and termination and thread based dispatching services.  This facility shall provide the means to sufficiently mask the NAS TCP/IP Stack from the NAS Monitor environment to allow OS/390 TCP/IP Stack revisions to be incorporated in a routine manner.

3. Specify NAS Monitor modifications required to support the implementation of the NAS TCP/IP Stack and supporting components.

1.5 OS/390 UNIX System Services (USS) Loop-back Application

The Contractor shall write a loop-back application using the USS socket API to echo messages received from the NAS TCP/IP Stack back to the NAS TCP/IP Stack.  Some instrumentation shall be implemented to capture performance information.  The loop-back application will not be required to parse the message and process the data being received nor generate data being sent.

1.6 NAS TCP/IP Stack Engineering Support

The Contractor shall provide engineering support for the NAS TCP/IP Stack for the duration of the Next Steps Program, approximately two years.  This support shall include bug fixes, version updates, and functional extensions.

2. APPLICABLE DOCUMENTS

The following documents specify additional technical requirements for the work to be accomplished via this task statement.  In the event of a conflict between a referenced document and this task statement, the task statement shall take precedence.  When conflicts within or between reference documents exist, the Contractor shall immediately notify the Government Contracting Officer in writing.  Effective application of the following standards and guidelines will be accomplished in a manner deemed most appropriate by the Contractor and may be tailored with regard to the scope and the effort required to perform the tasks defined herein.

1. Sockets API Specification - IEEE POSIX 1003.1g.

2. Transmission Control Protocol (TCP) Specification - RFC 793.

3. User Datagram Protocol (UDP) Specification - RFC 768, RFC 1120.

4. Internet Protocol (IP) Specification – RFC 791, RFC 950.

5. Internet Control Message Protocol (ICMP) – RFC 792.

6. IBM manual Enterprise Systems Architecture/390: Principles of Operation, SA22-7201-04.

3. GOVERNMENT PROVIDED FACILITIES, EQUIPMENT AND SOFTWARE

To allow development and initial testing to be performed at the Contractor’s site, the Government shall provide NAS to the Contractor in both source and object format, and assist in the installation of NAS as necessary.  In addition, the FAA will provide to the Contractor any NAS specific tools or service aids required to develop, build and execute NAS.

The Government shall provide all support software, hardware, and facilities required for final integration and performance characterization testing at the FAA’s William J. Hughes Technical Center.

4. TASK MANAGEMENT

The Contractor shall develop a plan that identifies all of the necessary personnel, services, products, and facilities required to support the task activities and provide the task deliverables as described in Section 6.  The Contractor shall provide the Government a schedule that supports the execution of the plan.

The Contractor shall provide all equipment, items, documentation, or service(s) required to accomplish this task unless specifically designated to be provided by the Government.  All efforts under this task shall be managed and controlled in accordance with the contractors standard practices and procedures unless stated otherwise.

5. IMPLEMENT THE TCP/IP PROTOCOL STACK

The Partitioning Demonstration System shall consists of three interacting subsystems, the TCP/IP Protocol Stack Subsystem, the NAS Monitor TCP/IP Services Subsystem, and the NAS Application Inter-Partition Communication Subsystem.  The components that will be implemented in this task make up the TCP/IP Protocol Stack Subsystem.

The software that will be developed to support the Partitioning Demonstration Project shall be considered to be a software system.  This system will be implemented through three Partitioning Demonstration Project tasks each responsible for the implementation of a separate package of components.  For this project, each of the three component packages implemented by the three tasks shall be considered a subsystem.

For purposes of this project, existing NAS application components used in the demonstration system shall also be considered to be part of the NAS Application Inter-Partition Commination Subsystem.  Existing NAS Monitor components used in the demonstration system shall be considered to be part of the NAS Monitor TCP/IP Services Subsystem.

5.1 Task Activity Specifications 

The Contractor shall perform task activities in accordance with the following specifications when referenced in activity descriptions.

5.1.1 Technical Information Exchange Meeting

Technical information exchange meetings shall be conducted between project team members via a face-to-face meeting, a teleconference, the project Web site discussion area, or through a combination of any of these meeting types.

A reasonable comment period shall be allowed for review and comment of technical information where it does not negatively impact overall period of performance.

5.1.2 Software Quality

The quality software implemented under this task may be at a demonstration level but with an emphasis on performance.

5.1.3 Subsystem Design

Software systems, subsystems and components developed under this task shall be designed and implemented in accordance with an established development methodology that is acceptable to the Government.

Subsystem designs shall be consistent with system designs and component and interface designs shall be consistent with subsystem designs.

5.1.4 Interface Design

The design of a subsystem interface shall be at a level of detail sufficient for the successful use of the interface by independently developed client routines.  For each interface, the definitions of the interface’s services (or functions) shall include the following items.

Service Signature

The service signature is composed of the service invocation mechanism, input parameters, return parameters, and exception conditions.

Service Precondition

The initial conditions that a service client should satisfy before accessing a service.

Service Postcondition

What will be true upon completion of a service.

Life Cycle Variations

A description of any variations in the use of the interface based on the life cycle state of the underlying processes, e.g., startup, operational steady state, error recovery, failover, and shutdown. 

5.1.5 Component Design

The Contractor shall provide three levels of component design definitions.

Ported Components – minimal change

The design definition of software being ported with minor or no changes shall consist of standard product component definitions.

Ported Components – significant change

The design definition of software being ported with significant changes shall consist of standard product component definitions as modified for NAS implementation.

Developed Components 

The design definition of newly developed components shall consist of newly written detailed design definitions.

Component design shall be performed prior to component implementation, either in a single activity for multiple components or incrementally as part of each component’s implementation activity.

5.1.6 Assembler Programming Language

Ported Modules

Modules being ported that use ESA/390 instructions should be modified as necessary to use the S/370 instruction set.

Modules that do not need to reference the NAS COMPOOL directly should be assembled using IBM’s High Level Assembler (HLASM), Version 1.2.

Developed Modules

All NAS programs being developed under this task should be written using the IBM S/370 Assembler instruction set, including those S/370 instructions supported by the Branch-and-Save, Conditional-Swapping, PSW-Key-Handling, and Translation facilities.

Modules that do not need to reference the NAS COMPOOL directly should be assembled using IBM’s High Level Assembler (HLASM), Version 1.2.  

Modules that need to reference the NAS COMPOOL and cannot do so via DSECTs, should be assembled using the NAS Assembler.

NAS UNTE Utility Support

If the output from the High Level Assembler is not supported by the NAS UNTE utility, a HLASM Object exit should be developed to massage the object code produced

S/370 Reference 

Reference IBM manual Enterprise Systems Architecture/390: Principles of Operation, SA22-7201-04, Appendix F, figures F-2, F-3 and F-4 for a list of instructions using the extended S/370 facilities.

5.1.7 C/C++ Programming Language

Applications written under USS shall be written using the C or C++ programming language and compiled using OS/390 V2R4 C/C++ compiler  (c89 command under USS). The compilation and ensuing linking of theses applications will be controlled by the use of the make command

5.1.8 Unit Test

All components ported or developed under this task shall be individually tested.  Separate test routines shall be developed as needed.

5.1.9 Subsystem Component Integration and Test

Components comprising the TCP/IP Protocol Stack Subsystem shall be integrated and tested prior to Partitioning Development System Integration and test.  Test cases shall be constructed as needed to test the integrated subsystem.

5.2 Task Activities

For this task, the Contractor shall implement in NAS a version of the ported OS/390 TCP/IP Stack with the following constraints.

· Functions required to support a server version of the TCP/IP stack need not be implemented at this time.  Only client functions are required

· For TCP connections, two ports shall be used to communicate to external hosts – one for data to be sent to the external host and one for data to be received from the external host.

· For UDP, datagrams will be sent and received on the same port, which will be a different port from the TCP ports.

· Data flowing through both the TCP and UDP ports shall be time stamped appropriately.

The contractor shall perform the following activities as part of this task.  The product deliverables of these activities shall be provided as described in section 6.4.

5.2.1 Detail Task Schedule

The Contractor shall prepare for the Government a detail task schedule that includes, but is not limited to, the activities and deliverables defined in this task.

Optionally, the contractor may prepare a schedule that more accurately reflects the manner in which the Contractor will satisfy the requirements of this task.  Activities and deliverables of such a schedule shall cross-reference the activities and deliverables of this task and shall be at the same or a greater level of detail.

For each schedule activity and deliverable, the Contractor shall provide the following information.

· Name

· Duration (activity only)

· Prerequisite Activities or Deliverables (includes external dependencies)

· Start and End Dates (adjustable to actual start date)

The Government shall approve all schedule changes.

5.2.2 Biweekly Status Report

The Contractor shall prepare for the Government a biweekly status report containing the following items.

· Activities started, in process, or completed during the period.

· Deliverables delivered or accepted during the period.

· Actual to schedule status and projected schedule variances.

· Significant events and other information.

5.2.3 Subsystem Design

The Contractor shall prepare a design representation of the TCP/IP Protocol Stack Subsystem, which shall include, but not be limited to, the following design models.  

Structural models of the component relationships between components in the subsystem and the relationships between components in the TCP/IP subsystem and the external environment, i.e., other subsystems in the Partitioning Demonstration System and the environment external to the Partitioning Demonstration System.

Scenario models that represent the behavior of the subsystem through key execution threads that exercise the components of the subsystem.  Examples of the use of UDP, TCP and each of the socket calls being implemented should be included in a scenario.

State transition models and event lists that represent the behavior of the subsystem under different lifecycle states.

The Contractor shall perform this activity in accordance with the Subsystem Design specification in Section 6.1.

5.2.4 Subsystem Design Review

The Contractor shall present the TCP/IP Protocol Stack Subsystem Design for review and comments in accordance with the Technical Information Exchange Meeting specifications in Section 6.1.

The Contractor shall incorporate into the subsystem design any review comments that are appropriate.

5.2.5 Interface Design

The Contractor shall define the external interfaces to the TCP/IP Protocol Stack Subsystem by which external subsystems access the services provided by this subsystem.  The intended audience for the interface design is the assembly language programmer who will use the interface to obtain services from the TCP/IP Protocol Stack Subsystem.  The interface design shall be independent of the implementation underlying the interface.

1. NAS Monitor Sockets SVC Interface

The definition of the NAS Monitor Sockets SVC Interface shall consist of functionally equivalent assembler language descriptions of the POSIX 1003.1g C language format calls.  The actual call in assembler shall be made using a NAS SVC and a parameter list.

2. OS/390 Sockets API Interface

The definition of the OS/390 Sockets Interface shall consist of the IBM OS/390 UNIX System Services socket function definitions, as constrained by the implementation of the NAS TCP/IP Stack in the task.

The Contractor shall perform this activity in accordance with the Interface Design specification in Section 6.1.

5.2.6 Interface Design Review

The Contractor shall present the TCP/IP Protocol Stack Subsystem Interface Designs for review and comments in accordance with the Technical Information Exchange Meeting specifications in Section 6.1.

The Contractor shall incorporate into the interface design any review comments that are appropriate.

5.2.7 Component Design

The Contractor shall provide to the Government a component design for each component ported or developed in support of this task.

The Contractor shall perform this activity in accordance with the Component Design specification in Section 6.1.

5.2.8 Component Design Review

The Contractor shall present component designs for review and comment in accordance with the Technical Information Exchange Meeting specifications in Section 6.1.

The Contractor shall incorporate into the component designs any review comments that are appropriate.

5.2.9 NAS Monitor Sockets SVC Interface

The Contractor shall develop a NAS Monitor SVC interface to the ported Sockets API functions.  This interface shall translate NAS Monitor socket function requests to Sockets API requests (and Socket API replies to NAS Monitor replies), with input validation where appropriate.  If the caller needs to be blocked, the interface shall implement appropriate suspend and resume logic.

The contractor shall perform this activity in accordance with the Software Quality, Component Design, Assembler Programming Language, and Unit Test specifications in Section 6.1.

5.2.10 Sockets API

The Contractor shall port the components that support the following Sockets API function calls and implement them in NAS according to the POSIX 1003.1G specification (4.2.1). 

· socket()

· connect()

· close()

· recvfrom()

· sendto()

· bind()

· getpeername()

· getsockname()

The contractor shall perform this activity in accordance with the Software Quality, Component Design, Assembler Programming Language, and Unit Test specifications in Section 6.1.

5.2.11 Transmission Control Protocol (TCP)

The Contractor shall port the TCP Transport Layer protocol components, and implement it in NAS consistent with RFC 793, which includes but is not limited to the following description.

TCP provides a reliable, bi-directional data stream between two hosts. TCP provides reliability and error control mechanisms (one of which is the calculation of a checksum field) on top of the underlying datagram service to implement its stream connections.  TCP detects lost or corrupted data and provides for the retransmission of the data to the receiver until the receiver acknowledges that it has received it correctly. 

TCP considers data transmissions to be a logical stream of bytes without record boundaries.  Applications using TCP must provide their own mechanisms of determining logical record boundaries when data is received.

The contractor shall perform this activity in accordance with the Software Quality, Component Design, Assembler Programming Language, and Unit Test specifications in Section 6.1.

5.2.12 User Datagram Protocol (UDP)

The Contractor shall port UDP Transport Layer protocol components, and implement it in NAS consistent with RFC 768 and RFC 1122 which includes but is not limited to the following description.

UDP provides a thin multiplexing and data-integrity layer on top of IP.  In particular, UDP provides port addressing information to allow delivery of UDP datagrams to the correct application process on the receiving host and a checksum covering the UDP data to detect data corruption.  UDP does not, however, provide any sequencing or datagram loss protection services.

UDP considers data to be packet, or datagram oriented.  Data sent by an application has it logical boundaries maintained by UDP.

The contractor shall perform this activity in accordance with the Software Quality, Component Design, Assembler Programming Language, and Unit Test specifications in Section 6.1.

5.2.13 Internet Protocol (IP)

The Contractor shall port the IP version 4 Network Layer protocol components, and implement it in NAS consistent with RFC 791 and RFC 950, which includes but is not limited to the following description.

IP provides for the transmission of datagrams from sources to destinations through a series of interconnected networks.  IP provides a global addressing scheme independent of any datalink layer addressing scheme.  IP allows intermediate systems to fragment datagrams to allow the transmission of a large datagram over a datalink network that would not otherwise support it.  IP does not guarantee delivery of datagrams, the integrity of their payloads, or the order in which they arrive.  IP does, however, provide a header error checksum to allow the detection of errors in the IP header itself.  A related protocol, ICMP provides for the reporting of IP errors.

The contractor shall perform this activity in accordance with the Software Quality, Component Design, Assembler Programming Language, and Unit Test specifications in Section 6.1.

5.2.14 Internet Control Message Protocol (ICMP)

The Contractor shall port the ICMP Network Layer protocol components, and implement them in NAS consistent with RFC 792, which includes but is not limited to the following description.

ICMP is used to send Internet control messages between destination and source hosts or between an intermediate router and a host.  The messages may indicate error conditions that have occurred with datagrams or additional management information.  ICMP uses IP to route its messages between hosts.  ICMP is closely tied to IP and is required to be implemented with IP.  ICMP messages can also be generated from an application such as ping via a RAW socket to send messages such as ECHO Request.

The contractor shall perform this activity in accordance with the Software Quality, Component Design, Assembler Programming Language, and Unit Test specifications in Section 6.1.

5.2.15 CLAW Network Interface Driver

The NAS TCP/IP Stack will access external hosts via a channel attached network interface driver.  The Contractor shall port a channel attached network interface driver that supports the Common Link Access to Workstation (CLAW) channel protocol. The CLAW driver shall support a Bus and Tag channel connection to a CISCO Router and communicate with a CLAW driver running in a Channel Interface Processor (CIP) residing in the router. This CLAW interface shall operate in IP pass through mode, as opposed to Offload TCP/IP mode to passe IP datagrams transparently to an external host.

The following capabilities shall be included in the implementation of the CLAW network interface driver.

· IP datagrams shall be transmitted over the channel without a MAC level header.  This will allow the Government to independently alternate between IP networks without any changes to the NAS software.

· The IP routing logic requires only a single default route to reach all external destinations.

· For this task, CLAW shall operate over a Bus and Tag channel. A future task will require that CLAW operate over an ESCON channel in NAS.  

· CLAW shall be implemented to interface with a CLAW interface running on a CISCO Channel Interface Processor (CIP)

The contractor shall perform this activity in accordance with the Software Quality, Component Design, Assembler Programming Language, and Unit Test specifications in Section 6.1.

5.2.16 NAS Monitor Services Interface Facility

The NAS TCP/IP Stack components shall obtain NAS Monitor services through an interface facility that translates TCP/IP stack operating system service requests to NAS Monitor service implementations.  The Contractor shall port OS/390 service call and control block access routines called by the TCP/IP stack into an interface facility.  The routines in the interface facility shall mask the TCP/IP stack from the NAS Monitor in a manner that keeps the TCP/IP stack operating system independent.

 The Contractor shall complete the interface facility by developing NAS Monitor service interface routines to provide operating system services such as initialization, termination and thread based dispatching in support of the TCP/IP stack.

The contractor shall perform this activity in accordance with the Software Quality, Component Design, Assembler Programming Language, and Unit Test specifications in Section 6.1.

5.2.17 Loop-back Application

The Loop-back application shall communicate with NAS through the OS/390 TCP/IP Stack consisting of the following component layers.

· OS/390 UNIX System Services

· Sockets API

· TCP, UDP

· IP, ICMP

· CLAW Network Interface

· ESCON Channel

· CISCO CIP

The Loop-back application shall have the following features.

· The server shall listen to two well known TCP ports and one well-known UDP port.

· For TCP, a connection is required on each port for data to flow from NAS to OS/390 and back.  The server will receive data on the lower numbered port and transmit data on the higher numbered port.

· For UDP, datagrams will be sent and received on the same port.

· For TCP, a connection request to either port once that port already has a connection established will result in the established connections to both ports being abortively closed, followed by acceptance of the new connection.  Always establish connections to this server in the same sequence (e.g. low port first then high port).

· Data flowing through both the TCP and UDP ports will be time stamped appropriately.

The Loop-back application and OS/390 TCP/IP Stack shall be instrumented as follows.

· All messages will be time stamped within the loop-back application.

· UDP datagram messages will be time stamped within various locations while traversing the TCP/IP stack.  Only UDP datagrams transmitted over specific ports will be time stamped, all other UDP traffic will be transmitted and received unmodified.

· Because TCP does not maintain application message boundaries within the packets it transmits, no instrumentation modifications will be made to the TCP, IP or MAC layers to aid in performance measuring.

The loop-back application shall be written to be portable to at least one other host (e.g., Microsoft Windows NT) for validating that the NAS TCP/IP Stack can inter-operate with a stack other than the OS/390 TCP/IP Stack.  Instrumentation capability is not required.

The Contractor shall specify how the Loop-back application is executed and what options can be set to control its operation. 

The contractor shall perform this activity in accordance with the Software Quality, Component Design, C/C++ Programming Language, and Unit Test specifications in Section 6.1.

5.2.18 Subsystem Component Integration and Test

The Contractor shall integrate and test components being ported and developed for the TCP/IP Protocol Stack Subsystem prior to Partitioning Demonstration System integration.

If required, the Contractor shall develop external interface stubs that conform to the interface design but do not perform the interface functions in order to complete subsystem integration testing. 

The Contractor shall specify how a TCP/IP stack within NAS can be configured and describe the modification options that can be made to NAS to set the local Internet address, subnet mask, network mask and first hop router Internet address.

The contractor shall perform this activity in accordance with the Subsystem Component Integration and Test specification in Section 6.1.

5.2.19 Subsystem Component Integration and Test Review

The Contractor shall present the results of the subsystem component integration and test activity for review and comments in accordance with the Technical Information Exchange Meeting specifications in Section 6.1.

The Contractor shall document the results of the subsystem component integration and test and incorporate any review comments that are appropriate..

5.2.20 System Integration and Test Support

The Contractor shall deliver the TCP/IP Protocol Stack Subsystem components to the Government for Partitioning Demonstration System integration and test.

The Contractor shall assist in the integration and test of the Partitioning Demonstration System.

5.2.21 Performance Characterization Test Support

The Contractor shall assist in the collection of performance statistics in the characterization of the Partitioning Demonstration System.

5.2.22 OS/390 TCP/IP Protocol Stack

During the Next Steps Program approximately two years, the Contractor shall provide to the Government a commercial OS/390 TCP/IP Stack to run in the OS/390 LPAR under UNIX Services on multiple IBM G3 Host development platforms.  The development platforms will be located at the William J. Hughs Technical Center in Atlantic City, New Jersey.  The Contractor shall provide the installation assistance and maintenance support during this period.

5.3 Task Deliverable Specifications

Task deliverables shall be in accordance with the following task deliverable specifications when stated as required in the task deliverable description.

5.3.1 Subsystem Design Documentation

Documentation shall be in a format and at a level of detail agreed to by the Government and the Contractor.

5.3.2 Interface Design Documentation

Documentation shall be in a format and at a level of detail agreed to by the Government and the Contractor.

5.3.3 Component Design Documentation

Documentation shall be in a format and at a level of detail agreed to by the Government and the Contractor.

5.3.4 Unit Test Documentation

Documentation shall be in a format and at a level of detail agreed to by the Government and the Contractor.

5.3.5 Subsystem Integration and Test Documentation

Documentation shall be in a format and at a level of detail agreed to by the Government and the Contractor.

5.3.6 Document Draft Review and Comments

Documents requiring draft review and comments from project team members may be posted in the discussion area on the project Web site in addition to being distributed via email.

5.3.7 Document Delivery

Final documents delivered to the FAA shall be in printed and machine-readable formats.  Machine-readable documentation shall be provided to the Government in Microsoft’s Word ’97, Microsoft Excel ’97 and Microsoft Project ’97 softcopy format.  In addition, design documentation shall be created using a Government acceptable diagramming or CASE tool format.

Final documents delivered to the Government may go through a period of review and comment before final acceptance.

5.3.8 Program Code Format

All components ported to the NAS Monitor shall be provided to the FAA in Object Code Only (OCO) format.  Non-ported components shall be provided to the FAA in both source and OCO formats.

Test routines developed for both NAS and OS/390 shall be provided to the Government in both source and OCO formats for use in future testing support.

5.3.9 Program Code Delivery

Code shall be delivered to the Integration and Interoperability Facility at the William J. Hughs Technical Center in Atlantic City, New Jersey.

5.4 Task Deliverables

The Contractor shall provide the following task deliverables as part of this task.  The contents of these deliverables are generated by the activities described in Section 6.2.

5.4.1 Detail Task Schedule

The Contractor shall provide the Detail Task Schedule to the Government in accordance with the Document Delivery specification in Section 6.2.

5.4.2 Biweekly Status Report

The Contractor shall provide the Biweekly Status to the Government in accordance with the Document Delivery specification in Section 6.2.

5.4.3 Subsystem Design

The Contractor shall provide the TCP/IP Protocol Stack Subsystem Design to the Government in accordance with the System Design Documentation and the Document Delivery specifications in Section 6.2.

5.4.4 Interface Design

The Interface Design shall consist of two documents.

1. NAS Monitor Sockets SVC Interface

2. OS/390 Sockets API Interface

The Contractor shall provide the Interface Designs to the Government in accordance with the Interface Design Documentation and the Document Delivery specifications in Section 6.2.

5.4.5 Component Design

The Contractor shall provide the Component Design to the Government in accordance with the Component Design Documentation and the Document Delivery specifications in Section 6.2.

5.4.6 NAS Monitor Sockets SVC Interface

The Contractor shall provide the program code for the components that make up the NAS Monitor Sockets SVC Interface to the Government in accordance with the Program Code Format specification in Section 6.2.

5.4.7 Sockets API

The Contractor shall provide the program code for the components that make up the Sockets API to the Government in accordance with the Program Code Format specification in Section 6.2.

5.4.8 Transmission Control Protocol (TCP)

The Contractor shall provide the program code for the components that make up the Transmission Control Protocol SVC to the Government in accordance with the Program Code Format specification in Section 6.2.

5.4.9 User Datagram Protocol (UDP)

The Contractor shall provide the program code for the components that make up the User Datagram Protocol to the Government in accordance with the Program Code Format specification in Section 6.2.

5.4.10 Internet Protocol (IP)

The Contractor shall provide the program code for the components that make up the Internet Protocol to the Government in accordance with the Program Code Format specification in Section 6.2.

5.4.11 Internet Control Message Protocol (ICMP)

The Contractor shall provide the program code for the components that make up the Internet Control Message Protocol to the Government in accordance with the Program Code Format specification in Section 6.2.

5.4.12 CLAW Network Interface Driver

The Contractor shall provide the program code for the components that make up the CLAW Network Interface Driver to the Government in accordance with the Program Code Format specification in Section 6.2.

5.4.13 NAS Monitor Services Interface Facility

The Contractor shall provide the program code for the components that make up the NAS Monitor Services Interface Facility to the Government in accordance with the Program Code Format specification in Section 6.2.

5.4.14 Loop-back Application

The Contractor shall provide the program code for the components that make up the Loop-back Application to the Government in accordance with the Program Code Format specification in Section 6.2.

The Contractor shall provide the Loop-back execution and control options documentation to the Government in accordance with Document Delivery specification in Section 6.2.

5.4.15 Subsystem Component Integration and Test

For Partitioning Demonstration System integration testing, the Contractor shall deliver to the Government all object code, utilities, and control members required to build the full NAS Monitor with TCP/IP in accordance with the Program Code Delivery specification in Section 6.2.

The Contractor shall provide the NAS TCP/IP stack configuration and modification options documentation in accordance with Document Delivery specifications in Section 6.2.

The Contractor shall provide the Subsystem Component Integration and Test documentation to the Government in accordance with the Subsystem Component Integration and Test Documentation and the Document Delivery specifications in Section 6.2.

5.4.16 OS/390 TCP/IP Protocol Stack

The Contractor shall provide a standard commercial OS/390 TCP/IP Stack product and product documentation to the Government according to the Contractor’s standard procedures.

5.5 Task Dependencies

The TCP/IP Protocol Stack Subsystem being implemented in this task must interface with the other subsystems in the Partitioning Demonstration System to obtain services.  The successful implementation of components being implemented in this task, which are dependent on interfaces being implemented in other subsystems, may be impacted by factors beyond the control of the Contractor.

The following dependencies have been identified.  Others may be identified during the course of the project that will need to be incorporated into the appropriate subsystems.

5.5.1 NAS Monitor TCP/IP Services Dependencies

The TCP/IP Protocol Stack Subsystem has the following dependencies on the NAS Monitor TCP/IP Services Subsystem.

1. CLAW Network Interface Support

The NAS Monitor Device and Logical Device tables will need to be modified to add support for a new type of device, the CLAW Network Interface.  Each device requires an even / odd pair of unit addresses.  (The Contractor shall provide the device dependent routines to control this new device.)

2. Bypassing of Channel Program Translation

For the CLAW Network Interface, the NAS I/O subsystem will need to be modified to bypass all channel program translation at Start I/O time and when program interrupts occur.  The device driver for the CLAW Network Interface devices builds its own CCW and IDAW chains.  This is required as running channel programs are dynamically modified.  

3. Timer Events

The NAS module MEX will need to be modified to call a NAS Monitor Services Interface Facility timer handler when an external first level interrupt timer event occurs.  Clock timer events on NAS occur once every .5 seconds.

4. NAS Monitor Services Interface Facility PE

The NAS monitor will need to have defined to it one new Program Element that will represent the NAS Monitor Services Interface Facility implementation.  (The Contractor shall provide the components for this PE.)

5. Storage Requirements

There may be approximately 150 new components added to NAS, requiring approximately 300 KB of storage to load.  Once loaded, TCP/IP may use minimally 250 KB of storage, with the maximum amount of storage being dependent on the number of established sockets and connections, and the buffer space in use by those connections.

6. NAS Monitor Sockets SVC Interface

The NAS monitor will need to have defined to it a type 2 SVC that represents the NAS Monitor Sockets SVC Interface implementation.  NAS will need changes to various tables to define this new SVC.  (The Contractor shall provide the components of this SVC.)

5.5.2 NAS Application Inter-Partition Communication  Dependencies

The TCP/IP Protocol Stack Subsystem has the following dependencies on the NAS Application Inter-Partition Communications Subsystem.

1. Inter-partition General Information Message Format

The TCP/IP Protocol Stack Subsystem will receive General Information messages generated by the NAS Application Inter-Partition Communications Subsystem and will route them through the Loop-back application to be returned to that subsystem.  Instrumentation time stamps will be appended to this message.  The format of the General Information message will need to be defined.

6. PROVIDE ENGINEERING SUPPORT OF NAS TCP/IP STACK

After the port of the NAS TCP/IP Stack has been completed, the Contractor shall provide ongoing engineering support to the Government.  This support shall include, but not be limited to, the following support tasks, which shall be tasked as required by the Government.

6.1 Support Current NAS TCP/IP Stack Version

After the initial version of the NAS TCP/IP Stack is implemented, the Contractor shall provide ongoing problem resolutions and minor software modifications to the stack, and any subsequently updated version of the stack, as required.

6.2 Synchronize NAS TCP/IP Stack

As NAS is upleveled to new versions, the Contractor may be required to uplevel the NAS TCP/IP Stack to comply.  For example, the first version of the NAS TCP/IP Stack will support only the S/370 instruction set and 24-bit addressing.  When the NAS Monitor is upgraded to support the ESA/390 instruction set and 31-bit addressing, the NAS TCP/IP Stack may be upgraded to use ESA/390 instruction such as CKSM and PLO and to access storage located above the 16 MB line.  Such an upgrade would make the NAS TCP/IP Stack run more efficiently.

As the OS/390 TCP/IP Stack, from which the NAS TCP/IP Stack was ported, is upleveled to new versions, the Contractor may be required to uplevel the NAS TCP/IP Stack to comply.  Such an upgrade would ensure that the NAS TCP/IP Stack tracks with new releases of the standard product as they occur.

6.3 Implement and Test Additional TCP/IP Stack Functionality

Although a full functional OS/390 TCP/IP Stack shall initially be ported to NAS, the initial implementation of the NAS TCP/IP Stack only activates support for limited socket functions and basic TCP/IP protocols.  The major portion of the full TCP/IP Stack will be in the ported code, but will not be tested as part of the initial implementation.  As additional functionality is required by the Government to be made available in the NAS, the Contractor shall activate and test functions existing in the ported code and add and test new code as appropriate to implement the additional functionality.

Examples of TCP/IP Stack functionality not made available in the initial implementation, which may be required by the Government to be implemented by the Contractor at a later date, include, but is not limited to, the following function categories.

1. Improved Error Handling Support

In the initial implementation of the NAS TCP/IP Stack, minimal attention is being directed at integrating the error handling in that stack with the error handling paradigm in NAS. This is particularly true in respect to the handling of abend conditions and program checks.

For example, socket access methods normally provide advanced diagnostic information back to calling applications when those applications pass bad parameters or parameter addresses to the access method.  In the initial implementation, if an application passes a bad address to NAS sockets resulting in a protection exception or page fault, the error will crash NAS and the cause of the problem will appear to be the TCP/IP stack.

2. Support of Asynchronous Functions 

In the initial implementation of the NAS TCP/IP Stack, all socket operations are synchronous and no event notification is supported. Operations that may take significant time (e.g. connect, recv, etc.) will cause the issuing NAS task to be suspended until the socket operation completes. In this model, it is not feasible to have a single PE manage two or more sockets.

Facilities to allow a NAS task to block (or suspend) until one or more sockets in a group of sockets has activity are not being provided in the initial implementation of the stack.

Facilities to allow long-running socket operations to be issued, return immediately, and then be able to check for completion later are not being provided in the initial implementation of the stack.

Facilities to allow some sort of “signal” to be delivered to the socket application when socket I/O is received are not being provided in the first implementation of the stack.

Implementation of functionality to support waiting for readable/writeable sockets or to support non-blocking sockets are not being provided in the first implementation of the stack.

Implementation of functionality to support event notification through signal-driven I/O would probably not introduce new socket functions into NAS, but would necessitate changes to a set of existing functions.

3. Increased Device Support

In addition to the CLAW driver, which is being supported in the initial implementation of the NAS TCP/IP Stack, other drivers may be required to be ported to NAS which would allow NAS to connect to a wider set of LAN or WAN controller devices. 

For example, to support the OSA device that is being deployed with the System/390 to the field, a link-level 3172 (LCS) driver would need to be implemented.  This driver would process MAC header data, requiring the addition of ARP to the NAS TCP/IP Stack to resolve IP to MAC addresses. 

4. Improved Fault Tolerance

Applications requirements may include higher degrees of fault tolerance, than is available in the initial implementation of the NAS TCP/IP Stack.  Implementation of one or more of the following set of features may be required to provide higher degrees of NAS TCP/IP availability – would also require that hardware redundancy be added to the NAS network environment.

· Multiplexing

Support for multiple network interfaces attached to the same subnets and sharing the same IP address.  Multiplexing with the use of gratuitous ARP support is one form of fault tolerance. This also requires implementation of ARP.

· Multihoming

Support for multiple network interfaces attached to different subnets and having unique IP addresses.   Multihoming with the use of routing protocols is another way of implementing fault tolerance.

· Virtual IP Addressing

The TCP/IP stack is capable of being configured to support a non-existent internal subnet and Internet address.  When a connection is established using a virtual IP address and the TCP/IP stack is using multihoming and router protocols such as OSPF, then the probability of maintaining a TCP connection across an interface outage is extremely high.

· Routing Protocol and/or Router Discovery Protocol

Dealing with router and router link failures requires implementation of protocols to dynamically alter routes. In the in standard TCP/IP products, this is done by implementing interior routing protocols like OSPF (Open Shortest Path First) in the host. Use of OSPF allows new routes to be discovered and adjusted to fast enough to keep TCP sessions from failing. We need to explore implementing this in NAS or accessing an implementation in another location (e.g. the open partition) for the purpose of keeping NAS routing tables updated quickly. The Router Discovery Protocol may also be useful in this regard.

5. Management and Control Functions

Management and control of the NAS TCP/IP is not being addresses in the initial implementation.  Facilities for more dynamic configuration, control and management may be required to provide the following.

· Operator Interfaces

Interfaces to the TCP/IP stack may need to be added to allow the TCP/IP stack to be controlled by a system operator.

· Packet Tracing

The ability to trace IP datagrams sent and received may be added to provide a network problem diagnosis tool.

· Statistical Recording

Statistical records may need to be generated to provide an audit trail for security reasons and to provide a mechanism for doing long term capacity planing.  NAS TCP/IP implementation may need to be modified to generate NAS SAR records.

· Network Management

The NAS TCP/IP Stack may need to be instrumented according to the various pertinent RFCs describing MIBs (Management Information Bases).  An SNMP agent may need to be provided to read (and possibly write) access to those MIBs.  A sub-agent interface to the agent may need to be implemented allowing NAS applications to extend the standard TCP/IP MIBs with NAS-specific MIBs.

6. Security

The initial implementation of the NAS TCP/IP Stack has no integrated security facilities.  Facilities may need to be added that secure connection establishment, packet filtering, port assignment and IP protocol usage. The IPsec protocol to encrypt communications to and from NAS and/or the TLS (Transport Layer Security which was SSL [Secure Sockets Layer]) protocol to encrypt application data could be implemented to provide privacy.  Distributed key management and firewall functions may also be considered for implementation

7. Additional TCP/IP Based Protocols

In the initial implementation of the NAS TCP/IP Stack, protocols a limited set of TCP/IP based protocols will be implemented at the application, the transport, the network and the network interface layers of the stack. The Contractor may be required by the Government to enhance the implemented protocols or to implement additional protocols in the NAS TCP/IP Stack.  Implementation may include, but is not limited to, the following protocols.

· Address Resolution Protocol (ARP)

ARP provides a method to map IP addresses to datalink MAC addresses.  Once this mapping has been established, a host’s IP module can directly address the appropriate datalink MAC address of the destination node.

· Echo

The Echo protocol is a simple diagnostic protocol.  The Echo server simply returns the data that is sent to it back to the client.  The echo server provides both TCP and UDP service.

· File Transfer (FTP)

FTP is used to move files from computer to computer.  FTP uses a simple command-response protocol.  The FTP client connects to the server on a control connection, which uses a subset of the TELNET protocol to exchange line-oriented commands and replies.  Actual data transfer occurs on a secondary connection, the data connection.

· Hypertext Transfer Protocol (HTTP)

HTTP is a simple, protocol used to access hypermedia documents.  The protocol is stateless and generic which allows it to be used for many tasks.  The primary use of HTTP has been as the basic transport protocol for the World Wide Web.

· Internet Inter-ORB Protocol (IIOP)

IIOP is an underlying protocol of CORBA technology.  IIOP defines a set of data formfitting rules, called CDR (Common Data Representation), which is tailored to the data types supported in the CORBA Interface Definition Language (IDL).  Using the CDR data formatting rules, IIOP also defines a set of message types that support all of the ORB semantics defined in CORBA.

· Management Information Base for Network Management (MIB-II)

MIB-II describes a standard used to manage TCP/IP-based entities.  MIB-II defines 10 groups of management objects.  Each group includes objets to manage different TCP/IP protocol entities.

· Simple Network Management Protocol (SNMP)

SNMP describes the protocols and object definitions necessary to remotely manage network equipment and entities.  Each entity under management contains an agent that is responsible for access management information.  The agent implements the management protocols, receives management requests, and returns objects from the entity’s management information base.

· TELNET

The TELNET protocol allows a remote user to access remote computers as if the user were directly attached to a local terminal.  TELNET defines the concept of a network virtual terminal and specifies how to virtual terminal interacts using a bi-directional character stream.

· Trivial File Transfer (TFTP)

TFTP is a very simple file transfer protocol used in cases where the extensive functionality and complexity of FTP is not needed.  TFTP is designed to be small and easy to implement.  TFTP uses UDP transport rather than TCP.

· Extensible Markup Language (XML)

XML is used as a message oriented middleware protocol used to exchange messages between client-server connections through a single XML parser module rather than through specialized modules, one for each client-server connection.

1
20

